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PREFACE

This Lecture Series, sponsored by the Fluid Dynamics Panel and the Consultant and
Exchange Program of AGARD, being held at the Von Kármán Institute , Rhode-Saint-Genése ,
Belgium and -- for the first time — also at Wright-Patterson Air Force Base , Dayton, Ohio,
USA is a follow-up of the annual Lecture Series on Numerical Methods in Fluid Dynamics at
VKI.

The uniform success of these Lecture Series during the past years, with more than one
hundred participants each year from many European countries, the USA and Canada
certainly reflects international recognition of these seminars as a forum for lively
discussions, continuous advancements, and sound learning in the field of computational
fluid mechanics.

The material to be presented this year comprises recent developments of the finite
element method, numerical turbulence modelling, relaxation methods for time dependent
equations, flow representation by discrete vortices and advances in the treatment of the full
Navier-Stokes equations.

H.J .WIRZ
Lecture Series Director
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Summary

In this paper the mathematical formulation of the finite element method , and its
application to fluid mechanics are considered. In Part I an introduction to the mathe-
matical theory is g iven beginning with the variational formulation of a problem. The
three basic steps in the finite element method are discussed: 1) the subdivision of the
domain; 2) the definition of the elements to approximate the unknown functions; and ,
3) the forming of the al gebraic system for the unknown coefficients. In Part II the
app lication of the finite element method to two problems in fluid mechanics is given.
The first of these problems is boundary layer flow , and the other is tr an sonic flow .

Introduction

The finite element method is an approximate method for solving the partial differen -
tial equations which arise in eng ineering and mathematica l physics. In this method the
domain of the problem is divided into many small elements of convenient shapes , e.g.,
triangles , rectang les. Choosing suitable points called nodes at corners , midsides, etc.,
on a local finite element , the variables in the differential equation are written as a
linear comb ination of appropriately selected interpolation functions and the va i ues of
variables specified at the nodes. Using variational principles or the method of wei ghted
residuals , the gove rning differential equations are transformed into a system of
algebraic equations. The nodal values of the variabiesare obtained by solving this
System. -

The concept of the finite element method was introduced in a paper by R . C ourant
[I) in 1943. However , the development of the method was by structural eng ineers in the
1950’ s in order to analyze the large system of structural elements in aircrafts. Turner ,
Clough , Martin and Topp [2] presented the first paper on this subject , followed by
d ough [3] and Argyris [4), among others. Applications of the method to non-structural
problems such as fluid flows and electromagnetism was initiated by Zienkiewicz [5], and
applications to problems 0f interest in nonlinear mechanics by Oden [6).

Even though engineering problems had been solved by the finite element method since
the 1950’ s, no formal mathematical theory existed. However , due to the success of the
eng ineering calculations mathematicians began to analyze the method in the late 1960’ s.
Recently Babu~ ka and Aziz [7], Strang and Fix [8], Ciarlet [9], Raviart [10], among
others , have presented the finite element theory from a mathematical point of view .

In this paper we consider both the mathematical formulation of the finite element
method , and its application to fluid mechanics. In Part I we give an intr oduction to
the mathematical theory , emphasizing the different types of elements. In Part II the
application of the finite element method to two problems in fluid m echanics , boundary
layer flow and transonic flow.

Part I . Mathematical Formulation

The finite element method (FEM) is a method for obtaining approximate solutions to
the part ial differential equations which govern a g iven physical problem. Any approximate
method for the soli~tion of partial differential equations consists in the determinati on
of the unknown functions at a finite number of discrete points distributed throughout
the domain of the problem . The values of the functions at these points are obtained as
the solution of an algebraic system of equations determined from a discrete representation
of the governing equations. If the values of the unknown functions are needed at any
other points in the domain , they are determined through given interpol ation formulas.

In finite difference methods these basic steps are usually handl ed in the following
manner: The discrete set of points are the corners and /or midpoints of a rectangular
(usually regular) mesh. The algebraic system for the unknown val ues at these points are
determined by replacing all the partial derivatives by fini te difference approximations.
The value of the ~funct ions at arbitrary poin ts is determined by the usual Interpolation
formulas obtained from Taylor expansion s.

The character 1~ ation of these steps for the finite elemen t is what is to be
considered in this part of these notes. The fir st step in this characterization is the 
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integral or variational formulation of the governing equations. Start ing from the
variational form of the equation the three basic steps are discussed , that is , the sub-
division of the doma in , the approximatio n of the unknown functions , and the determination
of the solution at arb itrary points within the domain. To help illustrate the application
of the above concepts a simple example of the application of the method is carried
through from start to finish. Final l y a brief explanation of the use of the method in
time dependent problems is given.

I. Preliminary Notat ion

Before beg inning the variational formulatio n , the following notation is introduced.
Let n be a g iven domain with boundary r . Denote by L 2 (ci ) the space of functions
defined on ~ which are square integrab le. The inner product and r,orm for L2 (12 ) are

(u
~
v )L (O) ~ u . vdç~ (1)

1/2 2 1/2
II UII L (O) = (u

~
U)L (O) 

= (f u dn ) (2)

The space H 1 (n) is the space of funct ions defined on n whose first derivatives (in
the sense of distributions) are in L2(ci ) . The inner product and norm for Hl (n ) are

(u ,v) 1 f ( i!L ~~~~ + .~-it ~F + uv)dO (3)
H ( n )  ~ 

ax 
~‘ Y

lull 1 = (u,u)~~
2 

. (4)
H ( o )  H ( o )

Finally, define H 1 (n) as the subspace of H 1 (n) which satisfies zero boundary conditions.
H~ (n) has the same °inner product and norm as Hl (t2 ) , or the equivalent inner product
and norm

(u v )  f (~~~~!+~~!i!)dn (5)
H 1 ( n )  ~ 

ax ax ay ay
0

h u l l  1 = (u,u )~~
2 ( 6 )

II. Variational Formulation

Given a domain ~ with boundary V consider the equation

This equaticn , know n as Po i sson ’ s equation , arises in many physical situations such as
potential flow.

It is well known that the solution to (7) with boundary condition (8) may also be
obtained as the minimum of the quadratic functional

I = f [1 ( ( aU )2~ (~~iJ )2) - fu]d~ (9)

taken over all u K H~,(c2 )

In order to find the function that minimizes I it is necessary to take the fir st
variation of I and set it equal to zero. The result of thi s operation is

f [.~iL ii + . 
}~]dn = f fvdn , for all v E H~ ( n )  . ( 10 )

The left-hand side of (10) is known as a bilinear form. The properties of this bilinear
form allow one to conclude the exis tence and uniqueness of a minimizing function u
Equation (TO) is known as a variational princi ple since it was derived from the first
variation of a quadratic functional. Not all equations have a corresponding representa-
tion as a quadratic functional. However , all that is really necessary is to obtain an
equivalent bilinear form that has the properties needed for exi stence and uni queness.
These properties are g iven by the following theorem.

Theorem I. If

1) H 1 and H2 are two real Hilbert (inner product) spaces with inner pr oduct

-• - -~~~~—-—
— .
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and 
~
‘‘~~ H respect ively.

1 2
2) B (u,v) is a bilinear form on H 1 = H 2 , u H 1 , v K H2 such that

C 1 hI u j h~ h v l H (11)
1 2

inf sup IB (u, v) I C2 > 0 (12)
uEH 1 v t H 2

II U II H = 1 hl V ~~H ~~1 2

sup IB(u ,v) I > 0 , v $ 0 (13)
u (H 1

where C 1 <

3) f H; , i.e., f is a linear functional on H2 then
4 )  there exists a uni que element u 0 K H 1 such that

B(u 0,v )  = f ( v )  , for all v K H2 (14)

if ii
lu Ii .~.. . (15)0 1 2

Now we show that the conditions of Theorem 1 are satisfied for equations (7), (8).
Let 141 = H2 = H~ (n) . Take for the bilinear form

B (u ,v )  = S [~~ ~~~~ + ~~~

Using the equivalent norm in H~~(~~i (eq. (6)), it follows from the Schwartz inequality
that

B ( u , v )  .~ _ C~ Du ll 1 l i v I l  1H0 ( n)  H 0 (°)

Thus condition (11) is satisfied. From the ellipt icity it follows that

B ( v ,v ) > C2)v~
2
1 , for all v E H 1 (ci ) .

— H0(ci ) °

Thus conditions (12) and (13) are satisfied.
Let

f(v) = I fvdo , f K (H~ ( n ) ) ’ .

Thus by Theorem 1 , there exists a uni que function u0 such that

B(u 0,y) 
= f(v)

ari d - - 

hl f hl
lu 1 

(H~~(c ~) )
° H 0 (n) C 3

The importance of the variational formulation for approximate methods is t ha t  it is
now only necessary for first derivatives of the approxima te solution to exist , whereas
to solve (7) directl y would require second derivatives.

The most widely used method of obtaining a variational equation from a given
equation is known as the method of weighted residuals. Consider the equation

Lu f . (16)

with boundary conditions

u = 0 , (17)

where 1 is a second order operator. A solution of (16) and (17) also must satisfy



r
A weaker , but still necessary condition , that must be satisfied is

j(Lu—f)v do ) = 0 for all v K H 1 ( n )  . ( 18 )
0 0

A variational equation may now be derived from (18) using the Green-Gauss Theorem. The
use of (18) to derive the variational p r inciple is known as the method of weighted
residuals , since for an approximate sol u tion Uh the residual

Rh Lu b -

is not zero , but it is required that it s weighted integral (with weight v) be zero.

In the previous discussion Dirich l et boundary conditions have only been examined.
Morn general boundary conditions may be easily handled by adding them to the variational
principle.

III. The Finite Element Method

3.1 Definition of the Method - Consider the problem: Find u t V such that for
e v e r y  v K V

B(u ,v) = f(v) , (19)

where the bilinear form B(u ,:) satisfies the conditions of Theorem 1. The bilinear
form is obtained through the variational formulat ion of the given problem .

A conforming approximate method for solving eq. (19) consists in finding an approx-
imate solution u~ in a finite dimensional subspace V h of the space V , where
is the solution of the problem

B(u
~
,v h ) f (v h ) , for all v h ( V 11 (20)

Note , that as a consequence of Theorem 1 the above problem has a unique solution
and further

D U - U h hl v C inf l l u_ v h ll v
~Ii

E V 11

To see tn i s , let w h be an arbitrary element in V h . From (19) and (20) it follows
that:

B (u_ u
h~

wh ) 
= 0

Thus

~Ilu-u h ll~ 
B( u- u~ ,u-u h ) = B(u -u h, u-v h ) C ll u-u ~ l l~ ! ~

J
~

V h I ~
and the conclusion follows.

The above simple result indicates that the problem of estimating error is reduced
to a problem in approximation theory , namely the distance between the solution u and
the subspace vh

The finite element method in its Simplest form may oe considered as a conforming
approximate meth o~i in which the subspa ces V~, are of a special form . More precisely,
assume that a second order problem is to be ~pproximated. Then the problem to be
faced is to construct a finite dimensional subspace V h of the space H1(~~) or H~ ( o )  -

Suppose ~ is _ a polygon in R2 . Consider a triangulation Th over the set ~i.e., the set ci is expressed as a finite union IT of triangles T in such a way that
T ET h

whenever T 1 and T 2 are distinct triangles of Th , their intersection is either
empty , or a common vertex , or a common edge. An example is given in Fi gure 1 ; while
Figure 2 shows a triangulation which is not permissible since the intersection of T1
and T2 is not a common edge.

With such a triangulation is associated a space V h of functions defined on
whose restriction to each triangle T belong s to a finite dimensional sub space 

~T 
of

function defined on the set T . So far , the sub sp ace V h depends on a given
triangulation Tb and the subspace 

~~ 
TET 11 . Note that even if the space P1 consists

of very nice functions , there is no reason why the conclusion V h c H 1 (cl ) should hold.
For this reason a simple additional condition is needed , i. e., VI, c C°(~;) (C°(ci ) is the
set of continuous functions on ci ) . it Is not difficult to show using Green ’s formula
that with the additional condition P1 t H l (ci) , then V h c H 1 (cl ) . If further the
functions In Vh vanish on the boundary V , then the inclusion V 11 c H~ (ci) holds.

- --~~~~~~~~~-- ~~~—
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The discrete problem (20) is generally solved in pr act ce as follows : Let

{~ 
} N

j j=l

be a basis for V h , then tPe solution

U h

of (20) is obtained by solving the linear system

~ 
B(~~ ~~~~~ 

f (~~~) 1 < j < N

where the matrix A = (B(~ 1 ,~~ 
. ) )  , known as the stiffness matrix , always has an inverse.

When B(u ,v) is symmetric t~ en the matrix A is also symmetric and positive definite ,
which is not the case for finite difference methods involving non — rectangular regions.

In selecting the basis 
~~~~~~ 

it is of the utmost importance , from a practical
point of view , that the resulti lS g matrix be as sparse as possible , i.e., have many zeros.
Recall that the coefficients of the matrix A = (B(

~~j~~ j)) are integrals. In the case
of the previous examp le

a~~. ~~~~~
. a~~. a~~.

B(~~. ~ . )  = 
~ J (..__.i ~~~ + ~~~~~~ ~~~~~~~~~~ .ax ~x ~y ay

Thus B(~~., .) = 0 , whenever the intersection of the supports of and ~~~. is of
measure z~ ro~ Consequently, one must try to have basis functions ~~~. whose ~uppo rt s
are as small as possible.

3.2. Definition of the Elements - The finite element method is distinguished from
traditional Ga lerkin or Rayleigh-Ritz methods primarily by the special character of the

system of functions used. Indeed , it is the remarkably wide variety of these systems
that g ives the method its flexibility and practicality. The purpose of this section is

to discuss briefly a classification of the possible alternatives and to give an analysis
of their basic properties. There are three essential components to the classification ,
namely: a) geometrical structure; b) polynomial structure; and c) nodal Structure.

These terms shall be g iven a precise meaning in such a way that any finite element
is uniquel y determined by specifying each of these three components. Through this
specification the order of accuracy and the smoothness , among other things , may be
determined.

The starting point for any finite element is the geometric structure of the element.
As indicated earlier , ci is divided into subregions , e. g., rectangles or triangles, and
the nature of the subregions constitutes a fundamenta l distinction between elements.
To be specific , let ci be a rectangle with sides parallel to the coordinate axes. ~~b-divide ci into rectangles R 

~~~~~~~~~~~~ ~m 
with sides parallel to coordinate axes. The

finite element space will in essence consist of functions whose restrictions to R .
= 1 n , reduce to polynomials and precise specification of the i bdivis i on o~ ci

defines the polynomial structure of the space. Begin with piecewise linear functions.

3.3. Linear Elements

3.3.1. Bilinear Elements in Rectangles - Let the space V 0 be the set of functions
v ( x ,y) which are bili n ear in each rectang le R.j of the subdiv ision of ci , i . e., for each
(i= 1 ,2 N)

v(x ,y) = a .~ + b
~

x + c.y + d~ xy , ( x ,y) E R~

Note that V 0 contains discontinuous functions. Thus , as was discussed previousl y the
space V 0 is not suitable for solving pa rtial differential equations.

One of the more interesting aspects of finite elements is the fact that the addi-
tional smoothness can be achieved by the introduction of a nodal structure on a basic
space such as V 0 . To see this simple fact let

V = V 0 n

and consider the set of nodes of the rectangles {R~ }!~~1 denoted by 
~~~~~~~~~

Clearly a function v K V 0 is in V if and only if v is continuous at a 1 j~~ N
To see this, let v K V such that it is continuous at each node a1 (l< i < N ~ , i.e.,
the different polynom la ? representation of v have the same function values at a fixed
node aj . One must show that v is continuous across the boundary between rectangles.
Note that the line L separating any two rectangles R 1 , R~ is either horizontal or

~

—-- - - -—— - -  



vertical. In either case the difference between the representation of v in R i and
that i n R~ is linear in x or in y . Since it vanishes at the two nodes on L , i t
therefore must vanish everywhere on L . (This argument obviously fails if the sides
of the rectangles were not parallel to the coordinate axes.)

Furthermore , note that any v K V is uniquely determined by its values , v 1 
at the nodes. This follows immediately from the fact that on any given rectangle

• R .- ( l < i < M )  v must take on specified values at four nodes. This in turn uniquely deter r in es
-e constants a~ , b i ci and d i . La te r  in th i s  s e c t i o n  e l e m e n t s  wh ose  nodal  s t r u c t u r e

• is more elaborate shall be discussed. However , the point to be underlined is that all
finite element spaces , even the so—called sp l ine element , have a nodal structure and
th i s plays a fundamental part in the theory of finite elements.

The nodal structure is also si gnificant since it is typ ically the first step in
the construction of a basis , which usually consists of unit vectors. The fact that each
v K V is uniquel y determined by its nodal values suggests that for each node consider
the function cj ( x ,y) wh i ch is one at aj and zero at other nodes a.j (i/j ) . Observe
that any v V can be uniquely written

N
v(x ,y)  = 7 v(a.) ~.(x ,y)

j= l ~

As pointed out earlier an essential feature of this nodal structure which is also present
i n a l l f in i te  e l e m e n ts  is its l o cal character . i.e., the associated base

Ic.1 1 = 1

w i l l  be local in the sense that the support of each ~~~. w i l l  appr oach zero as the sub-
division is refined. In particular for the p iecewise 3 l i n ear space the function is
zero in any rectangle R 1 not containing a~ as node. Finally note that the order of
accuracy is 2

3.3 .2. Linear Elements in Triangles - Before leaving linear elements it is perhaps
worthwhiT ~~i~ point out that there is an alterr a te element that is based on a diff er ent

• geometric structure and polynomial structure , but otherwise the same (i.e., the same
nodal structure , smoothness , and accuracy).

In particular , assume that ci is a p o l y g o n  w h i c h  has been s u b d i v i d e d  into triang les
T 1 Tm . As before the basic space V 0 consists of all functions- v which reduce to

• a l i nea r  f u n c t i o n

v ( x ,y)  = a
~ 

+ b 1 X+ c 1y

in each triang le T. . A f u n c t i o n  v 5 V 0 is in V 1 = V~ ri H 1 ( c l ) i f  and o n l y  if v
i s con t i nuous a t  th~ ve rtices a 1 , a~ a~ o f the t r i a n g les 11, . . . ,  T M

• Note that the above representat ion of v has only three terms and does not contain
the cross product term xy . This of course reflects the fact that a linear function is
dete rmined by three conditions in a triangle while a b i l i n e a r  function requires four
conditions in a rectang le.

3.4. Cubic Elements

In the next two sect ions cubic elements are considered. The reason for considering
this specific class of elements is that next to li n e a r  elements it is the most widely
used class.

3.4.1. Cubics in Rectangles — In this sect ion elements having a rectangular geometric
structure are considered. Thus , suppose that ci i s a  rectangle w i t h  sides parallel to
the coordinate axes and

M
• ~~~ = U

i n

where  R~ are  r e c t a n g les. Consider two types of nodal structures.

a) Lagrange type s tructure , where only funct ion values are involved.

b) Hermite type structure , where both function values and values of derivatives
are involved.

a) To beg i n w i t h , cons ider the case ci [0 ,1] . Let ci be subdivided into
smaller intervals. It is necessary to construct a space of continuous functions which
are cubic on each subinterval. Four conditio ns determine a cubic a + bx + cx 2 + d x 3
on a given interval , and this suggests a nodal structure consist ing of the requirement
that each v in V assumes specified values at four predetermined points. To preserve
continuity one choos~~s two of the points to be the end points of the interval and
arranges the remainin g two points symmetrically. More precisel y, l e t

-- — -- —-- --  — -  -. -~~— - - p - -~~~~~ - ~~~~ ~~~~~~ -— -. - , —
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O n  a
1 

< a 2 < ... < a m 
=

be a s u b d i v i s i o n  of ~ = [0 ,1] . Introduce the nodes

. a .
z3~~ 2 a~~, z3~~ 1 = a

~ 
+ —

~~
-
~
- , z3~ 

= a 1 + , ( 2 1 )

w h ere  •
~~~~~ 

= a i +i ~~
a
~ 

,and i 1 , 2 , 3 M - l - A l s o , le t N = 3M - 2 an d am
If V de notes the space of all continuous functions which reduce to a cubic

pol ynomial on each interval (aj, aj+l ) , j = 1 M— 1 , then each v r v is uni quel y
d e t e r m i n e d  by i t s  v a l u e s  at the nodes  ( Z j } - A bas is for V is o b t a i n e d  in the u s u a l
u~inner .  In p a r t i c u l a r ,for each Zj , 1 j < N , consider the uni que function 

~~~~~~ 
with

= s . ~

the set (c 1 }1~~1 fo rm a bas i s for  V , in fac t eve r y v 5 V can  be w r i t t e n

M
v(x) = 

~ v(z.) ~.(x)j=l ~

Now the s p a c e  V is  used  to c o n s t r u c t  a two d i m e n s i o n a l  f i n i t e  e l e m e n t  s p a c e .  The bas i c
idea is to take tensor products. In partic ular let - .  be written as the cartesian
product of intervals in x and y . Let  {a~ C l i i ,  ( j  = 1 M 1 ) and (a i
(j=l M 2) be grids for x and y inte r v~~l~~, r e s p e c t i v e ly ,  each w ith ~ç r r e s po n d i ng
nodes and piecew ise cubic basis {z~~ll) ), (Lj tl )), ( j1  N i ) and {z

~
(
~~Ic, {cj

(2)},
(j=l N 2) . The grid

( x ~ ~~~ 
(a~~U a~

2 )
) =

defines a rectang ular subdivision of ~ , R~ , I = 1 M , i .e . ,

N
ci = U R.

i=l  ‘

Now a new space V on ci is defined as the set of all continuous functions on ~ w h i c h
reduce to polynom ials

~ ~~~ 
x i yj

i= 0 j=0 ~

in each rectangle R
~ 

, 1 < i M

As b e f o r e , note that eaçt~ fun çt~ on v ( x ,y) V is un iquely determined by its
values at the nodes z3 = ( z~~ ),zj t 2 )  and moreover it has the representat ion

N 1 N 2
v ( x ,y)  = 

~ 
v (z.)~~~~ (x)~~

c2
~ (y)i=1 j= l  ~ 3

Thus the tensor product {~~i
(fl(x)s. (2)(y)) of one dimensional basis g ives a bas is in

two dimensions.

Observe  that c l ea r l y  each v 5 V is continuous , that there are functions in V
w i t h  d i scon t i nuous  g rad ien t s  and the order of accu racy  is 4 .

The f i r s t  imp ress ion  one may have of the Lagrange c u b i c  e lement  is the ra the r
large number of unknowns , in fact 16 , per rectangle. Historically this generated an
interest in finding new cubic elements having fewer unknowns. The elements that resulted
from this search are g iven the name serendipity. There exists a systematic mathematical
derivation of the so-called serendipity element , we refer the interested reader to [11].

b) The Lagrange cubic elements defined above are only C° . In order to obtain
C (continuous first derivatives) cubic suitable for fourth order partial differential
equations the so-called Hermite elements , whose nodal structure involves not only function
values but also derivatives , are constructed. As observed earlier , 16 conditions
determine a bicubic of the form

3 3

~i .x ’y
3 (22)

m a  j=o ~
In a rectangle. In what follows the redu ndant terms in eq. (22) are exploited so as to
obtain an element w ith extra smoothness.
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Consider the d iffer ence V between two polyn omial representations P 1 and P
along a line L (vary ing only in y) joinin g two adjacent rectangles , say R j(j=l ,2
For CO conti nuity P 1 = P2 on L and for Cl continuity

~~l_ ~~2
.ry y

on L . To achieve C 1 continuity someth ing about the first derivatives of v on L

must be specified. Suppose v , -~ (by symmetry ) ~~~~ are spec ified at the nodes A and B ,

~~1 ~~2 
aP 1 3P 2the end points of the line L . This implies that P 1 = P

2 
, 

~~~~~~ 

= 
~

-

~~
—- and ~~~~~~ 

=

• a t  A a n d  B . Si n ce P 1 
- P2 is cubic (in y along L) from the first and the last of

the above con ditions P 1 P2 on L . Observe that ~~ [P 1-P 2] is also a cubic on L

w hich vanishes at A and B . If

~~ [~-~ (P
1 -P~~) ]  = 0 , at A and B

P 1 ~P 2 2
• then = —

~-~~ . Thus 
~~~~~~~~ is also specified at all nodes , whic h gives four con li-

t ion s per node and sixteen conditions per rectangle. Thus , a cub ic of the form (22) is
un iquely determined in any rectang le. Therefore any function v in the set of C 1
funct ions V which reduces to a cubic of the form (22) on each rectang le R i 1 < i < N

2
is uniquely determined by values v , , .

~~~~ , and 
~~~ 

at the vert ices of the rectangles.

Moreover , a basis for V is obtained by successively setting one of the nodal conditions
equal to one and the others equal to zero. Thus at each node a~ there are four funct ions

0 < , ~ < 1 such  t ha t  —

• ~ i+~~i f 0 j ~ t or (ci 1 ,t 1 ) ~ ( m ,~~)

~ ~ 
d,~ . (a  ) = 

~

~~~ ~y t ~ ~ t.~ 1 j = z and (a 1 ,5 1 )  = (m ,I)

It is easy to see that the function m
~~~~( x ,y) is of the form

= 
~~~~~x )  .

3.4.2. Cub ics in Triangles — Let

m
ci = U 1.

i=l ~

where 
~~~~~~~~ 

are triangles.

a) The first type of elements to be considered are Lagrange cub ics. As before , the
space V must contain at least cont inuous functions. Furthermore , the cubic w i l l  have a
local representation of the form

~ a~ .x
1 y3 (23)

i+j.c 3 ~

w i th t o t a l  deg ree  3.

Along any line joining two adjacent triangles the difference between two represen-
tat ions of the form (23) will  be a cubic. For this difference to vanish i d e n t i c a l l y  on
th is line it must vanish at four points. Hence , four nodes on each s ide of a triangle
or nine nodes per triang le are needed. The representat ion (23) contains ten constants ,
thus an add itional condition is neede d . The choice of this extra nodal condition is
somewhat arbitrary and usually the centroid of the tr iangle is taken for the additional
node.

Let V be the set of all cont inuous functions in ci w hich reduce to cubics of the
form (23) in each T~ . Denote by a 1 , , .., a~ all t he vertices , centro id and the points
on the side of each triang le. Then any v 5 V is uniquely determined by the values of

= v (a~~) , and any such v can be wr itten

N
v (x ,y) ~ a 4 (v)~~ (x ,y) ,

j= 1

whe re V satisfies ,j(x .) = 

~~

b) The f inal cubic elements are the Herm ite cubics on triangles. As in the

~ 

- . in n - - - ,r, - , r ,-~~~-~ ..... .. ~~~~~~~~ 
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r ec tangu la r  case , the Hermite cub ic  e lements  are a proper subspace  of the Lagrange
e lemen ts .  However , they have c o n t i n u o u s  deç i v a t i v e s  only  at i s o l a t e d  po in ts  and not
everywhe re in ~i , t ha t  i s , they are not C 1

• In part icular , the nodal conf iguration normally used for the Hermite cubic is to

~v 3vassign v , ~~~~ , ~~~~ at the vertices of all tr iangles and the value of of v at the

centroids. Observe that with th is nodal assi gnment v a n d i ts  f i r s t  d e r i v a t i ves  a re
cont inuous at the vertices of the triangles , and this in turn implies that v is con-
tinuous in ci but not C 1 . I n  f a c t , on the l ine L joining any two triangles T 1

the d ifference of the respect ive cubic representations P i - P 1 is a cubic which
van ishes at the two vertices along L . In addition , having specir ied all first order
derivat ives of v at the points, the tangent ial derivatives of P~ — Pj is zero at
the v e r t i c e s  a n d h ence Pi - P j = 0 on the line L . Observe that the derivative of
P - P~ normal to L also vanishes at the vertices. However , t he normal derivative

— P~ is quadratic and one other condition is needed. This condition , which
comes from the centroid , is not the same for the two triangles. Hence the normal
derivative is discontinuous.

To summarize: Let t l ,... , tN denote the set of vertices of the triang le 
Tm - Let V denote the set of all continuous functions which reduce to cubic s

of the form (23) in each triangle T1 , 1 ~ I ~ . N , and whose first derivatives are
continuous at 

~~j - Then each v 5 V i s  u n i q u e l y  d e t e r m i n e d  by the f o l l o w i n g
nodal conditions.

i) The assignment of

( v )  
ax O ay 8 

v(~~ )

at each ve r tex  w i t h  0 < ~ + B < 1

i i) The assi gnment of

= v ( n
~~
)

at each centroid n 1, n 2 ~
nm of the triangles T1 , . . . ,  Tm

• There are cub i cs  wh ich  can be de f ined in t r i a n g l e s , known as the C lough -Touche r
element. However , their construction requires a great deal of ingenuity. We refer the
in terested reader to ( 12]. Al l  the elements d i s c u s s e d  in the p rev ious  s e c t i o n s  may be
found in Figure 3.

3.4.3. Curved Elements (Isopar ametr ic Elements) - In many applications , the necessit y
arises for the introduction of elements with curved boundaries. The tool used for this
is known as isopa rame t r i c  e lements .  For the sake  of b r e v i t y ,  the d i s c u s s i o n  is l im i t ed
to f~ nite  e lements  cor respond ing  to two d imens iona l  Lagrange i n t e r p o l a t i o n  e lements .

An i sopa rame t r i c  e lement  K [11] may be desc r i bed  as f o l l o w s .  Suppose that  there is

I) A set  A = U (a
’
) of N d i s t i n c t  po in ts  of

- i i ) .. A , f in i te  d imens iona l  space V of f unc t i ons  de f ined  over the c l osed  convex  hul l
K of A with dimension N and such that for every real number a 1 there exists a
un ique  v E V with the property that ~(á 1 ) 

~ 
1 i N

i i i )  A set  A = U (a 1 } of N d i s t i n c t  po i n t s  in iR 2

Then the finite element K is the image

K = F ( K )

of t~~. cet K under the unique mappin g F ; K * , which satisfies

F ( a 1 ) = a 1 , 1 < I N (F (x ,y) = (F 1 (x ,y) , (F 1 ( x ,y)

with F~~(x ,y) ( V * i = 1 ,2)

Observe  that  by l e t t i n g  V
1 

(a s ) 
~ij  

i . e .  ~~ ~~~~ is a basis for V then the

mapping F Is given by F = 
~ 

v i a i1=1

Thus, one may associate with the finite element IS the N dimensional space

- -- .  .. -— -~~ - - .~~~~~~ - -- . .—— - —~~~~ --- . • . - —



V = (V K •~~~ , v = v F ’~ * 
fo r a l l  v S V }

Note that the restr iction to the set K of the trial functions corresponding to a triangu-
l a t i on T 11 conta ining the element K belon g s to the space V and v(x ,y) = v(x ,y) , for
every (x ,y) s K , (x ,y) E K , V K V , a n d  v 5 V

In practice there are two types of isoparame tric elements which are commonly used ,
n a m e l y the triangular and quadr ilateral finite elements. These w i l l  be illustrated by
example. The first two examples deal wi th triangular isoparametric elements.

Examp le  I: Let A be a non degenera te  t r i ang le in R 2 w i t h  the v e r t i c e s  { a
~where al = (1 ,0) , a~ = (0 ,1) , ~ 3 = (0 ,0) . Let V(m) denote the space _ of all functions

v which reduces to a polynomial of degree ~ . m in the variable x ,y on K . Then for
every number a~ there exists a function v~ E V ( 1)  such that v~~

(a
~~) 

= . . Thus the
isoparametric element obtained is the tri ang le

K = F ( K )  *

3 -
with vertices a

~ 
, where F = 

~ 
v~ a 1 , (Fi gure 4).

1=1

Example 2: Let

A = {a 1 }~~ 1 U { a 13 } ,

where a~ 1 denotes the midpoint of the side with the end points a~ and  a j . As before
it can easily be seen that there exist c V ( 2 )  such that v 1 (a~ ) =

The boundary of the element K = F ( K )  (Fi gure 5) in this case adm its a parametric
polynomial representation of degree < 2 . In fact they are in general arcs of a parabola.
In the special case when the three points a 1~~a 1~ and a j are on the same line the
corresponding arc is a strai ght l i n e .

The f i na l  two examples  deal w i t h  q u a d r i l a t e r a l  i s o p a r a m e t r i c  e l e m e n t s .

Example  3: Let

A = {a 1 }~ _ 1 = ((0 ,0) , (1 ,0) , (1 ,1 )  , (0 ,1))

It has been shown previously that there exists a basis in the finite element space of
functions whic h reduce to bilinear functions (Sec. 3.31). In fact ,

(v 1 (x ,y)~~ 1 )= {v 1 (x ,y) = (l-x) (l-y) , v~ (x ,y) = x( l-y)

v 3 (x ,y) = y 
* v4( x ,y) = (l-x)y}

Le t  v = { v I v  is b i l inear  on K) , F=(F 1, F 2 ) , F~ E V and F(a ~~) = aj * i = 1 , 2 , 3 , 4

The isoparametric element K is by definition the image under F of K . The restric-
tion of F to a side of K depends on ly on one variable. Consequently the mapping F
is an aff ine mapping and the image of K is a strai ght l i ne , (Fi gure 6a). Thus an
arbitrary quadrilateral may be considered as an is oparametric finite element.

Examp le 4: Let

A = 
~~~i 

= ((0 ,0), (1 ,0)  
* (1 ,1), (0,1), (1/2 ,0), (1 ,1/2),

(1/2 ,1) ,(O,l/2) , (1/2 ,1 /2 )

It is easily seen that the function { V
1

}~~_ 1  with

v 1 (x ,y) = (l — ) ( l — 2 ~~) ( l — . ) ( l — 2 )

v 2(x ,y) = (l-y )(l-2 y)~~(2 -l )

v 3 (x ,y) = x(2x-l )y(2 -l )

v 4 ( x ,y) = y ( 2 y - l ) (l -~~)(l -2~~)

v 5 ( x ,y) = — 4 ( l — x ) ( - x ) ( l - y ) ( l — 2 ’ )

v 6 (x ,y) = - 4(l- )(- )~ (2~ -l )

v 7 (x ,y) = 4 x ( l - x ) y ( 2 y - l )

v 8 (x ,y) = 4y ( l - y ) ( l — x ) ( l — 2 ) 

~~~~~ - - - --- •—- --~~~~~~~ - - - -- - -. • -~~~~~~~~~~~~~~~~ -- .- .-



v 9 ( x ,y) l6xy( 1-x)( 1-y)

form a basis for the finite element space of funcitons which reduce to biq uadratics on
K . Let A = {a 1 }~ _ 1 be arbitrary points in R 2 and define the mapping F by

F = 
~~

u i ~i (x ,~~)a~

Then the isoparamet ri c finite element K is given by F(K ) (Fi gure 6b).
Note that the sides of K are parabolic arcs in general. They are straight lines if
and only  if three po in ts  are on a l ine , i .e.  onl y if the mapp ing F is  a f f i n e .

IV .  Imp lementa t ion

In order to clarify the concepts introduced in the previous secti ons an example of
an a p p l i c a t i o n  of the f i n i t e  element  method is now examined.

Let ci = [0 ,1] [0,1] and r its boundary. Consider the problem

—~ u = f in ci ( 2 4 )

u = 0 on r . (25)

The following steps must be carried through in order to apply the finite element
method.

1) Give an equivalent variational formulation to (24), (25).

2) Define the subdivision of the domain into elements. That is , for each element
g ive the type of element , the nodes associated with that element , the nodes
r e l a t i v e  c o n n e c t i v i t y , and the type of p i e c e w i s e  po l ynomia l  to be used .

3) Form the local stiffness matrix and local right hand side for each element.

4) Assemble the local stiffness matrix and local ri ght hand sides into the global
stiffness matrix and ri ght hand side.

5) Solve the resulting linear system for the coefficients in the finite element
approximation.

• Steps (T)-(5) are now applied in detail for equations (24) and (25).

1) For this problem a variational principle was g iven in section 2. This principle
was find u € H~ (ci) such that

a(u ,v )  = f (} ~
( .~~~~. + .

~~~~ 
.
~~ )dci  = f ( f v ) d c i  = f ( v )  , for all v 5 H~ (ci) (26)

As stated in the previous section the bilinear form a(u ,v) is used to form the stiffness
matrix and the linear functional f(v) forms the ri g ht hand side. However , before this
can be done , step 2 of the procedure must be completed.

2) For this problem divide the domain into squares of side h and divide each square• in half down its diagonal to obtain triangles (Fi gure 7). This process creates two types
of t r i ang les , each w i t h  i ts  own l oca l  node number ing and l oca l  b a s i s  f unc t i ons  (F igure  8 ) .
For th is  problem p i e c e w i s e  l inear  b a s i s  f unc t i ons  have been chosen .  The i n fo rma t i on
needed for each element in Fi gure 7 is the type of triangle , the nodes in the element ,
and finally their connectivity, that is , the global node number associated with the local
node numbers of the element. This information is g iven in Table 1 .

As stated above piecewise linear polynomials have been chosen as our basis functions.
The app rox ima te  so lu t ion  u h is then represented  as

u h (x ,y) = 

i~~l 
u
~ ~~ (x ,y) 

* ( 2 7 )

where N is the number of nodes , • . (x ,y) is the p i e c e w i s e  l inear  f unc t i on  w h i c h  is one
at the ith node and zero  at  a l l  oth~ r nodes , and u~ is the va lue  of u at the it h node.

Subs t i t u t i ng  ( 2 7 )  into (26 )  and se t t i ng  v = 
~j, j = 1 N 

* 
the global stiffness

mat r i x  and r ight hand s ide  are

A = (a 1j ) = a (~~j~~ j ) ( 2 8 )

F = (f~~) = f (~~~~) ( 2 9 )

• Howeve r , perfo rmi f l~ the i n t e g r a t i o n s  over the who le  domain is complex  and unnecessa ry .
The I n teg ra l s  in (26)  may be represen ted  as the sum of I n t e g r a l s  over  e a c h  of the

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -- - •, . - • -
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elements. Thus , local stiffness matrices and local right hand sides must be computed
for each e lement .

3) To compute the local stiffness matrix for the m th element a local approximation
is used.  Den ote th i s  approx ima t ion  by

= 3
T 

~ 
, (30)

where ~T = 
~~~~~~~~~~~~~ 

are the local basis functions given in Fi gure 8 and

fu 1
= ( u 2
\u 3 m

are the values of the coefficients uj in the m th element. Note that the sub script s
(1 ,2,3) represent the local node numbering. Also note that u~’ is a scalar quantity
and may be commuted with any vector quantity. Substituting (3~ ) into (26) and setting
v = ~ the local stiffness matrix is defined by

(~ T 
~~ ~~~~ 

+ ~~~~. (~~T 
~~~ ~~

]dE m

= H r~i .~_tI + i~. . .~kIi . = LS Uax ax ay ay dE m m m m
m

The elements of the matrix LS m defined by the terms within the integral are

LS 1~ = 

~~~~~~ 

~~ + _~± -±3. )dE m 1 < i, j < 3 . ( 3 1 )

The local stiffness matrix for type 1 and type 2 triangles is given in table 2.

A similar procedure is used to compute the local right hand side , that is

LF = 

~m~~~~~~~
E m ( 3 2 )

Note that tie inte grati ons in (31) and ~32) are actually performed by numerical quadra-
ture [13].

4) The local stiffness matrice s and local right hand sides must now be combined to
form the global stiffness matrix and right hand side. This procedure is known as the
assembly procedure. The information needed to carry out this procedure is contained in
Table 1 . In order to illustrate how this procedure is carried out the local stiffness
matrices of element 4 and element 10 are assembled into the global stiffness matrix.
To initialize the assembly procedure set all members of the g lobal stiffness matrix A
equal to zero. Checking element 4 in Table 1 , it is a type 2 triangle so the local
stiffness matrix (LS2) for type 2 triang les is used. Now , go through each member of LS 2
and use Tab le  1 to f ind i t s  co r respond ing  p lace  in A . For examp le , the (2 ,2) entry in
LS 2 corresponds to the (1 ,1) entry in A. Hence

A ( l ,l )  = A (l ,l )  + LS 2(2,2) = 1

S im i l a r l y  the (2 ,1) entry of LS 2 co r responds  to the (1 ,2 )  e n t r y  o f  A . Note that the
(2 ,3) entry of LS2 is  m a t c h e s  w i t h  the (1 ,0 ) e n t r y  o f A , that  is , th is  entry cor responds
to a boundary node and is discarded.

Checking element 10 in Table 1 finds that it is a type 1 triangle , thus LS 1 is used.
In this case the (1 ,1) entry of LS1 corresponds to the (1 ,1) entry of A . So this entry
i~~ added to what was previously placed in A when element 4 was examined , that is

A ( l ,l )  = A (1 ,l )  + LS 1 (1 ,1) = 1 + 1/2 = 3/2

When this process is completed for all the elements the m at ri x A will be completed (Table
3). A similar procedure is performed to form the ri ght hand side F

5) It is now necessary to solve the linear system that has been created ,

= F

for the vector of coefficients ü . Note from the structure of A that it is a sparse
banded matrix. Thus , a sparse lInear equation solver may be used. However , one may also
use Iteration techniques for such a system. For sparse matrix methods see [14] and for
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V. Time Dependent Probl ems

The formulation of the finite elemen t method in the preceding sections has deal t
sole ly with stat ionary problems , that is , time dependence has not been considered.
However , many problems in fluid dynamics do inv ol v e time , so it is necessary to see how
time dependence is handled.

By using the method of wei g hted residuals (or other varia tional formulations [16])
it is possible to include time dependence in the variationsl princi ple , thus implying
the definition of finite elements in space -t ime and basi s functions depending on a time
coordinate [17], [18]. However , this approach is seldom applied. Rather , the technique
that is generally adopted for time dependent problem s consists in using purely geometrical
elements in the space coordinates and letting the nodal values depend on time. That is ,
instead of equation ( 2 7 )  the approximate solution u h (x ,y,t) is defined by

u h ( x ,y,t) = 

i~~ l 
u
~
(t) ~1 ( x ,y) (33)

Let ci C R 2 and r its boundary . Consider the problem

+ Lu = f ( x ,y, t )  in ci = (O ,T] (34)

u( ’ ,t )  = 0 on r = (O ,T] (35)

u(x ,y, O) = 0 i n ~ , (36)

where Lu is a second order operator for whi ch an equivalent bilinear form a(u, v )
e x i s t s .

An equivalent problem to (34), (35), (36) is then find u E H~ (ci) = L2(o,T) such
that

f 
~~~~ 

. vdci + a ( u ,v )  = I fv for all v € H~ (ci) (37)

u(x ,y,O) = 0 . ( 3 8 )

If u h is given by (33) and v = 
~j 

(l < j < N )  , is substituted in (37) and (38) then
instead of the usual linear system to be solved the following ordinary differential
equation (ODE) is obtained

+ A~ = ~~(t) (39)

~(O) = 0 , (40)

where A is the usual stiffness matrix , F = f f  . t .dci ) , and  ~(t) is the vector of
coefficients. ci

The m a t r i x  M in ( 3 9 )  is known as the mas s ma t r i x  and is de f ined by

= 
~ i 

. ~~dci . ( 4 1 )

The system of ordinary differential equations (39), (40) can now be integrated with the
usual finite difference methods. Before considering one such method note the following:

1) In the usua l  f o r m u l a t i o n  of ODE s the m a t r i x  m u l t i p l y i n g  the d e r i v a t i v e  is a
diagonal matrix. However , the mass matrix M in general has the same structure
a s  the  s t i f f n e s s  m a t r i x  A . For some sets of basis functions it is possible
(without any loss of accuracy) to perturb the mass matrix so that it is diagonal.
This procedure is known as lumping.

2) The advantage of lumping is that when an explicit method of Integration is
chosen  there is  no need to per form any m a t r i x  i n v e r s i o n .  However , when an
e x p l i c i t  method Is used there is u s u a l l y  a r e s t r i c t i v e  s t a b i l i t y  cond i t i on  of
the form

q < c  , c~~, O ,

where h is an average mesh size . Thus , in general , implicit type methods are
used and there is no noeed to lump.

The method of inte 9rat ion most w idely used Is the Crank-Nico lson method. This method
applied to equation (39) is
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N (u u )  A L~
n
~~ +u t

~ +- 2 2

or

(N + ~-t~ A)Q
h i l  (N - ~! A)~~’ + e2-~ (~

n+l +?n ) ( 4 2 )

Note tha t :

1) The so lu t i on  of ( 4 2 )  r equi res the so lu t i on  of a l inear  system of equat ions  on
ach step. However , if N and A do not depend on time , then the extra work involved

here is not that great.

2) The Crank-Nicolson method is second order accurate and unconditionally stable.
Therefore , there is no restriction on the size of ~t

Part II - Application to Fluid Mechanics

The purpose of th is second part  is to see how the f i n i te  element method is app l i ed
to two problems in fluid mechanics. The first problem to be considered is the two
dimens iona l  boundary layer e q u a t i o n s .  The reason for examin ing  th is  problem is to see
how in one pa r t i cu la r  ins tance  the f in i te  element method may be a p p l i e d  if the equa t i ons
are non l i nea r .  The imp lementa t ion  of the method p resen ted  here was t aken  from Po p insk i
and Baker [19]. No s p e c i f i c  computa t iona l  resu l t s  are g i v e n , only the imp lementa t ion  of
the method and some general comments on how well the method worked.

The second problem to be cons idered  is one in w h i c h  there is p resen t l y  a g reat  deal
of activity. This problem is the solution of the equations of transonic flow by the
finite element method. The major difficulties in solving the equations of transonic
flow are the change of type of the equation , from supersonic (hyperbolic) to subsonic
( e l l i p t i c ) , and the ex i s tence  of a shock .  Many d i f fe ren t  approaches  for the s o l v i n g  of
these problems have appeared recentl y [20), [21], [22], [23], [24], [25]. Three of
these methods are highl i ghted here . Those of Chan , Brashears , and Young; Chung and Hooks;
and A z i z  and L e v e n t h a l .

VI . Two Dimensional Boundary Layer Equations

In this section the implementation of the finite element method for the two dimen-
sional equations of incompressible boundary layer flow with zero pressure gradient is
cons ide red .  The boundar y layer equa t i ons  are

L 1 (u) = u ~~~~ + v L~. - 1 
~~~ }~

) = 0 , in ci (43)

L 2 ( v )  = + = 0 , in ci (44)

where ci = [x 0, =’ ) x [0 ,Sm] , Sm is the maximum boundary layer thickness , u and v are the
unknown v e l o c i t i e s , p 15 the cons tan t  d e n s i t y ,  and y = 

~ /o  i s  the k i nema t i c  v i s c o s i t y .
Due to the nature of the equat ions  the x - v a r i a b l e  Is a march ing  or t ime l i k e  v a r i a b l e ,
and the y variable is a space variable. Thus , it is necessary to specify boundary and
initial conditions for u and v to complete the system. The boundary conditions are

u ( x ,O) = 0

v ( x ,O) = 0 ~,. . (45)

= 0 J
The i n i t i a l  cond i t i ons  are

u ( x 0 ,y) = u0(y) } (46)
v ( x 0 ,y) = v0(y)

The method of solution of th is system of equa t ions  may be ou t l i ned  as f o l l o w s :

1) Apply the method of wei ghted residuals to equation (43) using only one-dimensional
p i e c e w i s e  l inear  e lements ( in  the y v a r i a b l e )  to ob ta in  a sys tem of non l inear
ord inary  d i f f e ren t i a l  e q ua t ions  for u

2) Use C r a n k - N i c o l s o n  t ime d i f f e renc ing  to ob ta in  a non l i nea r  sys tem of equa t i ons
to be s o l v e d  on each t ime s tep .

3) Iterate the solution of the above system with integration of equation (44) by the
t rape zo ida l  ru le.

In order to apply the method of weighted residuals to equation (43) multi ply by a



- .

function ~ E H l (O ,a~ ) with q (O) = 0 (den ote  th is  space by ~l ) and In tegra te  by
par ts  to ob ta in  the e q u a t i o n s

f
:

m u ~~~~ ~dy + f
:

m [v ~~~~ i~ +~~}~- -
~

-
~~ ]dy = 0 . for all ~

, . (47)

The interval [o,~m ] is divided into equal segments of length h and p iecewise linear
elements are used. Globally the approximations to u , v , v (u h ,v h , h ) are represented
as

u h = 
~ 

u 1 (x)4 1 (y)

= 

~ 

v 1 (x)~~ (y) . (48)

N
= 

~
i= l

(No te  tha t  the y 1 ( x )  are k n o w n . )  However , o v e r  the m th element this representation is

h -T - - T -
U = 4 Um 

= um 4

= ~m
T 3 (4 9 )

h T  -
- ‘5 m ‘

— ~l - U 1where 
~ 

= (4~~) is the basis =f linear functions for an element , and U rn = (U2)m

= ( v 2)m and = ( -
~~

) ~re the values of u 1 , ~~~~ 
respectively for the nodal

points of the m th Element. Substituting (49) into (47) and setting i~ = 3 a local
equation for the m th element is obtained

~m
T 

~~m 
~ ~ 3

Tdy) .~~~~~~ + vT 

~~m 
~ 6 ~~~ 3

Tdy)~

(50)

+ 

~~ ~~rn 
~~~~~~~~~~~~~ 

= 0 .

To help explain how nonlinear terms are handled the first term in equation (50) is
der i ved .  From equa t i on  ( 4 7 )  the term to be computed is

(6u~ 
a~~~~~) = ( (

T 
~m~~~

T 
~~~~ m)dy)

= 

~rn 
( (~ r .3)6 6

T )dy h ~m = 

~ ~~rn 
6 ~ 3Tdy) ..J!i.

In the linear examples studied previously when integrations were performed on a
single element a local stiffness matrix was obtained. The integrals in equation (50)
a l s o  represent  local  ma t r i ces .  However , the entr ies in these m a t r i c e s  are v e c t o r s .  That
is, equation (50) becomes

r,3 , ~~~ r i 2
~ ,2

— T h  ‘1’  ‘l I I  a — —T 1 I~~— l ~ ‘1 —
T~ [(1 ) ( 1 )] ~~ 

U rn + V m 

~ L -l 1 
Um

1 3 
~~~ ~~— ( 5 1 )

T r (1 ) ( 1 ) 1 
-

m 
~~ L ~i 

-l j Um 
= 0

~— l ~ ~~~

~

- -~~~~~~~~~~~~~~~~~~~~ - - - .- --- . . ---.--• • •
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A s s e r n b ly ing equat ion  (51)  over a l l  the e lements  a non l inear  ord inary d i f f e ren t i a l  equat ion
is ob ta ined .

[(un i +u n ) ~~~~~ 
+ (u 1 +6u +u~~ 1 ) ~

-_!I + (u +u 1 ) ~~
n+lJ

= 
~~~[(Y n_ l +Y n ) u n_ l - 

~~ l +2y n+y n+l )u n + (Y n +Y n+l )un+1] (52)

- 
~ 

[_ (v n l +2v n )Un l  + (v n _ l _ v
n+ l )u n + ( 2 v n +v n+l )u

n+l]

There are seve ra l  ways  to lump the le f t  hand s ide  of ( 5 2 )  (and  not lose a c c u r a c y )  so
that the form of th is  s~ de becomes

du
~~~~~~~ (53)

Th ese are

I .  a~ = 2(u n l +4U +u +l )

I I .  a~ = (3u n l +6U +3 +l )
(54)

I I I .  a~ = (u n l +lOu n u n+l )

I V .  a~ = l2U n

These fo rmu las  are the resu l t  of va r i ous  c o n s i s t e n t  numerical quadrature formulas.

A p p l y i n g  C r a n k - N i c o l s o n  t ime i n t e g r a t i o n  to ( 5 2 )  (or  any of the lumped s y s t e m s )  a
non l inear  e q u a t i o n  of the form

i+l i+ l i— lan u n _ l + b n u n + cn u n _ l = d n (55)

I 1+1 i + l / 2  . .is obtained. Here , a n~ 
b n~ 

and C n depend on u ,~ , u~, , y~ and V n . Thus , i t  is

necessary to ob ta in  v~
” 1”2 . Noting that

= 
~-(v~ + v~

’
~~) + 0(Ax 2)

v~
’
~~
’2 is obtained from

= v
~
4’V 2 

+ h/2 S x ( u ~ - u~~~~
1 + u~~~~1 

- ~~~~~ ) (56)

Equation (55) and (56) are solved sequentially in an i t e r a t iv e manner  unt il ~~~~become stationary .

The method described above was programmed , and computations were made on a test
prob lem w h i c h  had the B l a s i us  s o l u t i o n .  C o m p a r i s o n s  of a l l  the f i n i t e  e lemen t  me thods
were made with the Blasius solution and a second order Crank-Nicolson finite difference
met hod.  From the s t u d i e s  of a c c u r a c y  based  on v e l o c i t y  and skin friction error of these
schemes , it was concluded that the finite element method y ields results that are compar-
able in terms of accuracy and efficiency Wi th the results of the finite difference
method .

V II . Transonic Flow

In this final sect ion the solution of transonic flow over an airfoil by finite
elemen ts is surveyed. Three exam ples of finite element implementations are hi g h l i g h t e d .
The equation that is to be considered thr oughout is the nondimensionalized small
d i s t u rbance  e q u a t i o n

L(4) = 
~~~~~~~~~~~~~~~~~~~~~~~~~ 

+ ayy = 0 ( 5 7 )

with boundary con d itions 

—~~~~~~~ - - - -  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .-
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= 0 on the airfoil (58)

at i nfinity (59)

where ~ is the perturbed velocity potential function , M ., = 1 is the freestre am Mach
number , y is the ratio of specific heats , and g is a function of x defining the
geometry of the airfoil.

There are two major problems in the solving of equation (57). The first of these is
the change of type of the equation. That is , if the flow is subsonic (~~ = 1 ) th en the
equ 3t io n  is e l l i p t i c , if the f l o w  is s u p e r s o n i c  (

~~~~
> 1 ) then the equation is h yperbolic ,

and if 4x = 1 then the equation is parabolic. The second problem occurs when the flow
changes from supersonic to subsonic , a shock wave is formed. Each of the methods to be
presented attempts to deal with these problems in a different form. For each of the
methods the infinite domain is made finite by taking an asymptotic solution at infinity
and matching the so lution . Let ci represent the finite domain and F i ts  boundary

The first method is that of Chan , Brashears , and Young [21], [22]. The first step
in this method is the choice of the variational formulation for the problem. The method
of wei ghted residuals is used , that is

f L ( 4 )  ‘ Kd ci~ = 0 . ( 6 0 )
ci

However , there is a small variation. The wei ght function K is chosen so that

• K = L( 9)

The variational problem is then to find ~ S H~~(ci) such that

f L ( ~~) . L(4)dcl = 0 , f o r  a l l  ~ 
( H~~(ci)

ci

where H2(ci) is the space of functions with square integrable second derivatives.

Since L i s a  second order operator it is necessary to choose C 1 element s.Therefo re ,
after dividing the domain into rectangles bicubic hermite elements are used. A nonlinear
system of equations is fo rmed  which is solved by iteration.

The method as p resen ted  here does not converge .  However , w i t h  a s l i ght a l t e r a t i o n
the method is s u c c e s s f u l .  Cons ide r  the rectangular element (Fi gure 9) with upwind
station I and downwind station II. Before assembling the local stiffness matrix for this
matrix into the global stiffness matrix a check is made of the sign of

C = 1 - M 2 
- N2 (l+ y)~ 

. ( 6 1 )

If C is nonpositive for all nodes in the element , the first two rows in the local
stiffness matrix will be ignored at assembly. In doing so , the downwind influence on the
solution at the upwind station is properly blocked. On the other hand , if the sign of
C is positive at any of the four nodes , no special treatment is performed in the
analysis. This process is analagous to the well known upwind influence finite difference
operator. Thus this method tries to treat the shock wave by a capturing technique.

In contrast to the approach of capturing the shock presented in the first method ,
the second method to be presented attempts to induce e x p l i c i t  shock discontinuities
freely. This method , due to Chur i g and Hooks [23], acts through a combination of the
variational formulation and the use of a new element.

The method begins with the standard method of weighted residuals. However , at this
point the first change occurs. A quadrilateral isoparametric element is used. This
element is divided into four quadrants. An independent interpolation of a quadratic
basis function ~ 

for each quadrant is g iven. This requires 24 constants to be determined.
Using corner nodes , midside nodes , and center nodes 16 constants are determined. The
remaining 8 constants are determined by allowing jumps in the first and second deriva-
tives of at the center node. Thus a discontinuity of the type incurred when a shock
wave exists is allowed.

The variational formulation of the problem is now altered so that whenever the
coefficient of a d iscontinuous function is non-zero the Rankine—Hugoniot conditions are
Imposed at that node. This is done through the use of Lagrange multipliers [26).

The method has been implemented on some preli m i n a r y  test problems. I n i t i a l  results
are optimistic. However , much work remains to determine the optimal way to handle all of
the option s present.

- -— - —.- —~ — —--- - . —- . _~~~~_ .__ __ __ . ____ _
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The last method to be considered , that of Aziz and Leventhal , is in a very prelim-
i nary stage. Thi s method is based on the work of Aziz , Fix , and Leventhal [27~J on
l inear mixed hyperboli c- e lliptic problems. The idea of the method is as follows . The
f u n c t i o n  ~ in equat ion (57) is a velocity potential , that is , there is a velocity
v e c t o r  ~ = ( ,~) such that

4 u )X ~, (62)
- ~ = v )

Recast equation (57) in terms of u and v

[l_ M 2_M 2(l+ y)u]u
~ 

+ v~, = 0 (63)

Add to equation (63) the equation

U
y 

- V
x 

= 0 (64)

and the boundar y conditions

(l+u) 

~f 
- v = 0 on the airfoil (65)

u = v = 0 at inf in i t y  . ( 6 6 )

Equations (63) and (64) are denoted as the first order system K(u)

The va riational princi p le to be used is the least square variational princi ple.
That is , find u E H such that

f K ( ~~) K(~~) = 0 f o r  a l l  ~ € H . ( 6 7 )
ci

where H is the set of vector functions whose components are in H 1 (ci) and satisfy
(65) and (66).

It has been shown on linear problems using l inear triangular elements that the
above method is able to handle the change of type from el l i p t i c  to hyperbolic very well.
Whether the method is able to handle shocks has not yet been determined. It is possible
tha t something special , as in the prev ious two m ethods , w ill have to be done. This
is then the direction that future research must take.

Conclusion

In this paper the foundat ions of the finite element method and its application to
two problems in fluid dynamics has been prese~ ted. In general the finite element method
has been proven to be a very effective method , especially in problems with complex
geomet ries and boundary conditions. However , much work remains in mak ing the method
more e f f i c i e n t  in time dependent problems , nonlinear problems , and hi gher space d imen-
sions. Also, much wo rk is needed in the handling of shock waves.
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Fig.2 Incorrect triangulation
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Figure 6(b)
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Fig 7 The domain ~ and its division into ele ments 
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Type I Triangle Type 2 Triangle

Fig.8 Types of triangles and local basis functions
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Flow direction
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• Tr iangle Information

Triangle Type Node Node Node Triangle Type Node Node Node
number 1 2 3 number 1 2 3

1 1 0 0 1 16 1 0 4 7

2 2 1 0 0 17 2 7 0 0
3 1 0 0 2 18 1 4 5 8
4 2 2 1 0 19 2 8 7 4
5 1 0 0 3 20 1 5 6 9
6 2 3 2 1 21 2 9 8 5
7 2 0 3 0 22 1 6 0 0
8 1 0 1 4 23 2 0 9 6
9 2 4 0 0 24 1 0 7 D

10 1 1 2 5 25 1 0 0 7
11 2 5 4 1 26 2 7 8 0
12 1 2 3 6 27 1 8 9 0
13 2 6 5 2 28 2 0 0 8
14 1 3 0 0 29 1 9 0 0
15 2 0 6 3 30 2 0 0 9

T a b l e  1

/ i i ~ -1/2 0 / 1/2 -1 /2 0
LS 1 = - 1 / 2  1 - 1 / 2  LS

2 
= -1/2 1 - 1 / 2

0 -1/2 1/2 0 -1/2 1/2

Type 1 triangle Type 2 triangle

Local Stiffness Matrices

Tab le 2

/ A -I 0St i f f ness
Mat r ix  = (-I A -I / 4 -l 0

O -I A A = ( _ l  4 -l
0 - l 4

1 =  

~

~
Global Stiffness Matrix

Table 3

~
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Some recent dcvt .’lopnme nts in finite-difference methods for the solution of the X av i er-
Sto kes equat ions are d i scussed . Emp h a s i s  is p laced  on the computa t iona l  d i f f i c u l t i e s
encountered at and near bounding s u r f a c e s  and in s i t u a t i o n s  of  high bod y a c c e l e r a t io n .
Phys ica l  and numer i ca l  a s p e c t s  of in i t ial  and boundary cond i t i ons  are cons idered  along
w i t h their  in f luence on t i m e so l u t i ons .  Sli p and nons lip boundar y c o n d i t i o n s , their
occurrence in realit y , the ir s i g n i f i c a n c e  in f l ow  model ing,  and t heir e f f e c t  on the gener-
ation and dec :iv of vortices and vortic ity are discussed. Recent studies of hi gher-order
approx imat ions and the t r e a t m e n t  of  boundar ies of a r b i t r a ry  shape by body-fitted
coordi nate system s ire  pointed out. The interpretation of t ime-dependent  v i scous  f l ows  in
var ious re fe rence  f rames is  d i f f i c u l t  and n e c e s s i t a t e s  the care fu l  ana lys is  of  v e l o c i t y
and v o r t i c i ty  f ie lds.  This is d e m o n s t r a t e d  for f low sepa ra t i on , vor t ices , and r o t a t i n g
bodies.

LIST OF SYMBOI.S

a focal distance of ellipse q heat transfer

a g func t ions  in Eqs . (2 1 )  and (23) r distance , r2 = x 2 +

c~ spec i f i c  hea t Re Reyno lds number
C d r a g  c o e f f ic ient Ro Ross hv number =D -

d c hord = 2a cosh rm 1 or d i a m et e r  o f t t ime
a c i r c l e  T Tc .nperature

E l c ke r t  number u ,v v e l o c i ty  com nonents in x , )

~~~~ = 
~i+l - v ,v~ v e l o c i t y  components in (n ,s )

k t hermal c o n d u c t i v i t y  ~~~~~ v e l o c i ty  components in (~~,e)
\ l. = (

~~ /~ v~~) 
n 0

1 • i U ( t)  v e l o c i t y  of  bod y (or of fluid far
n ,s intr insic c o o r d i n a t e s  a s a v  from the body)
n pressure U cons tan t  v e l o c i ty
P ,() source funct ions in Eq. ( 2 3 )  11* v e l o c i t y  of  r e f e r e n c e  f rame
Pr Prandtl number = v/k  x ,v c a r t e s i a n  coo rd ina tes

angle of  a t tac k shear s t r e s s
I coe f f icient of v e l o c i ty  slip d i s s i p a t i o n

coe f f ic ient  of temperature slip ~ st r e , iem funct ion
n, O body- f i t ted  coord ina tes  v o r t i c i t v
K curvature 0 angular v e l o c i t y  of  body
u, v dynamic , kinematic v i s c o s i t y  angular v e l o c i t y  of  re fe rence frame
p dens i ty  of fluid

Flow quant i t ies  w i th  prime are in dimensional form , w i t hout prime in d imens ion less .
Subscr ipt 1 denotes fluid condition at the surface , w the condition of the surface.

1. INTRODUCT iON

In v iscous Newt onian flu id f low , solu tions of the X avier-Stokes equat ions have been
s hown to provide an exce l l en t  desc r i pt ion of flu id mot ions w i t h i n  the realm of  cont inuum
phys ics .  This has been ampl y demonstrated at least  for laminar f l o w s  since the days  of
Poiseuil le.  Due to their nonl ineari ty the X a v i e r - S t o k e s  equations have def ied so lu t ion
in closed form except for a few simple cases. The advent of powerfu l  computers , however .
has opened the door for  the cons t ruc t i on  of numerical app rox ima t i ons  to so lu t ions of
t hose equat ions.  S t i l l , t hese solutions have required and do require the full exp l o i t a t i o n
of t he la tes t  computer technology, and t he success fu l  i n teg ra t i on  process  is an i n t r i c a t e
interp lay be tween numer ica l  anal ys is and computer capacity, that is , the re i s a compromise
be tween accuracy and computer time and storape available. (This int e rpla y is underlined
by the fact that general solution reci pes are no t ava i lable and for reasons o f  economy
often not even desirable.) Thus , the evolution in numerical fluid dynamics is synchronous
with the rap id advancement in computer science and technolo gy. This fact is reflected in 
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recent publication patterns. Lasting textbooks are almost impossible to write; the few
books (1 ,2 ,3] entering the market quickly become dated , and the main source of information
are ar t ic les and reviews in journals and conference proceedings. Some rev iews and
proceedings are cited in [4 through 9].

Today fairly complicated t ime-dependent f lows in two space dimensions (plane or axi-
symmetric) can be simulated on computers , althoug h these are restricted to moderate
Reynolds numbers. Simple three-dimensional flows can now be handled with fourth-
generation computers such as the CDC STAR , the TI-ASC , and the ILL IAC I V .  The R e y n o l d s -
number res t r i c t ion  p laced on curren t simulation is very severe. However , useful app lica-
tions of numerical techni ques are now possible in the areas of biofluidd ynamics and
lubrication with nonzero Reynolds-number flows.

This lecture is not so much concerned with discussion , comparison , or enumeration of
various methods for discretizing and solving the Navier -Stokes equations . Rather
emp hasis w ill be placed on problems arising from and new techniques for the app lication
of initi al and boundary cond it ions which toge ther w it h the flow parame ters define a
specific problem. In addition , some thoug hts are given to the interpretation of viscous
flow patterns.

For this survey certain restrictions are imposed on the physical model and the numeri-
cal approach. The motion is assumed to be two-dimensional in space since with todays
available computers numerical techniques find their broadest application to such flows and
since this assumption conveniently simp lifies explanations . The fluid is considered
incompressible , homogeneous , and Newtonian. Furthermore , the Navier-Stokes equations are
wri tt en in the vor t icity - s t ream func t ion formula t ion because it appears to be a natural
choice for a number of reasons [31 . Af ter all , the diffusion and convection of vorticity
def ined by ~i = curl v are the controlling processes in viscous incompressible fluid flow.
As a result of the assumption of incompressibility the flow field can be computed
independently from the temperature field. Then , the basic equations in cartesian
coordina tes and in dimensionless form are :

+ II ~.iii. + v = _L v 25,3 t  lx ly Re

= ~~, (2)

+ ~ + ~~ = ~~~~~~~~ V 2T + E4, (3)It lx ~y PrRe

wi th u = - lm t i / l y, v = a m lm /lx , v 2 = 12/1x 2 + 12/3y 2 , ~ = 2 [(lu/lx)2 + (lv/3y)2]
+ ~~v/lx + au/ay)2 , and wi th proper initial and boundary conditions . For the nume r ical
approach fin ite-difference and related techniques are assumed althoug h the phys ical aspe ct s
and many numerical considerations are independent of the special type of discretization .
Note that finite-element methods and discrete vortex techni ques are covered in the other
lec tures.

2.  BOUNDARIES OF A FLUID

2 .1  Boundary condit ions on sol id and fluid sur faces

In order to solve the differential equations of motion , initial and boundary conditions
mus t be prescribed . Together with the flow parameters Re , Pr , etc., they define the
problem under considera tion. Boundaries separate a fluid from its surrounding , being
either a solid or another (inmiscible) fluid. The kinematic condition for the location of
the boundary , which is considered to be at res t , is the vanishing of the velocity compo-
nent normal to the surface. In addi t ion , the tangential velocity component or some
equ ivalent must be prescribed (dynamic condition). In general , a fluid adheres to a
boundary; that is , the tangential velocity component is zero (nonslip condition). However ,
sli p may sometimes occur. In rarefied gases , a certain flow regime can be described with
the Xavier-Stokes equations and sli ppage [101 . For Brownian motion sli p provides bet ter
agreemen t with experiments than nonslip [11]. Also in non-Newtonian fluids , the concep t
of sl ip enters [12]. Besides these examp les , slip can be usef ul in flow models where it
may be labeled as “pseudo -sl ip” [13]. Examples are viscous surface waves for which the
“per fec t slip” coniiit ion r~ 5 0 can be applied [141 . Flow over porous walls behaves as if
under sl ip [ 1 5 ] .  The description of an interface between two fluids in contact with a
solid surface requires the sli p concept [16).

Condi tions on the tangential velocity component at the boundary cannot be found
wi thin the realm of continuum phys ics  and must be ob tained either from experimental data
or from molecular theories [1”] where the consideration of nonequilibrium thermodynamics
i s help ful [181. Based on gaskinetic ideas the following conditions for the tangential
veloc ity component v5 and the temperature T in intrinsic coordinates n ,s (see 1181 ) w ith
n = n1 being the surface are g iven 117] :

B(v
~ ) , veloci ty s l i p , (4 )

y (T 1 - = q 1, tempera tu re  s li p. ( 5)

I =‘ is nons l ip ,  ~ = 0 is perfect slip. The la tter condition must not be thoug ht of as
yielding po ten t ial flow which is def ined by ~m 0. A comparison of i and in in t r i n s i c
coordinates show that even for perfect sl ip vorticity can he produced at the surface :

~~~~~~~~~~~~~~~~~~~ .— .- ~~~~ . .- ~~~~~~~~~ —-- —- .~ -~~—-•-.~~~~ - -



~
___
~-w--

if ‘‘/ p  = -3v~ /In ’ - Kv~ = 0 , ~ ~ 0 (6)

then &~~
‘ -Iv~/In ’ + ,v~ ( 7 )

will no t equal zero in general. Two examples are given in Figs. 1 and 2. For the flow
past a thin elli ptic cylinder the difference between nonsli p and perfect sli p is small
since most o f  the vorticity is produced near the edges where ~ is large. However , in the
ca se of the fluid motion around a sphere is relatively small. Here , nonslip causes a
recirculatory wake , perfect slip does not ,

For the numerical representation of the boundary condit ions it is useful to distin-
guish among conditions at a solid or fluid surface , at lines of symmetry, and aro und an
infinite region. Lines of symmetry do not cause numerical difficulties. If they are part
of the boundaries of a doubly-connected region one value of the stream function must be
de termined (see section 2.3).

Solid or fluid sur faces and their v ic in i ty  are of utmos t impor tance to the f low
be havior since in general the la rgest  grad ients  of the flow quantities occur there [3).
It is impor tan t to remember tha t the vor t ici ty is produced at the surface as required to
satisf y the boundary conditions . Also , calc ulation of drag and heat transfe r require the
knowledge of (Is/In)1 and (~ T/3n)1 . For accuracy a high field resolution is necessary
and can be obtained by the use of a finer differencing grid near the surface. Similar
accuracy may be obtained with a uniform grid but a hig her-o rder scheme .

Finer grids can be acc omplished by a “hybrid” network ; that is , by combining grids
of d ifferent cell sizes and shapes [23 ,24 1 , and by coord ina te t ransfor ma t ions . The
ellipt ic-hyperbol ic s y s t e m

x + jy = a cosh(n  + i 8 ) , a > 0 (8)

used in the calculation of Fi g. 1, has in the phys ica l  plane finer grids near the tips of
the ellipse.  In gener al, each coo rdinate can be stretched with any suitable function; for
instance , it can be s t re tched w i th  the e - func t ion  [ 2 5 ]  , the sin-function 1261 , or
Re~~~/ 2  perpendicular to the sur face  [27]. Care must be taken to avoid singular behavior
due to mapping. Coord inate t r a n s f o r m a t i o n s  for a r b i t r a r i ly s haped boundaries are d i scussed
in sec t ion  2 . 3 .

.\ multitude of v arious schemes for approximating the boundary conditions and their
accu racy , and influence on numerical  s t a b i l i ty  ha s been summar is ed and d i sc ussed in [ 3 ]
and also in [38]. At the boundaries p resc r ibed  condit ions must be sa t i s f i ed  which mi ght
not be consistent with one-sided approx imations of the boundary conditions . An example
shall illustrate this situation. Fo r simplicit y cartesian coordinates are used with
y = y1 forming a strai ght boundary line . The notation is displayed in Fi g. 3 . From the
Taylor expans ion (the subscr i pt j is o m i t t e d )

= (~~ /~ y)1 ~y + ~ ( 3 2
~~/ ly 2 )  1 (~~y ) 2  + 0( t ) ’ ) (9)

w i t h u = -l~ / ay  and i~ = 0. From the corresponding expressions for 
~ 

and i~ and from
the fact that s.~ = (l 2 i~f ly 2 ) 1 ,  one arr iv es at the surface vort ic ity

= (~~~ 
+ 4~~ - ,~ , ) /4 ( t m y )~~ + 3u 1 /2A y  + O(t~y) . (10)

By assuming the slip cond ition (4) , 8u 1 = , it fo l lows that

= (~~~ 
+ - ~ij / 2~ y (2~ y - 

~
-) + O(Av )2 (11)

and for nonslip, B =

~~1 = (
~~~ 

+ 4~~3 - ~i,~~/ 4 ( A y ) 2  + O(~ y ) .  (12)

Notice t he d i f fe rence between Eqs . (11) and (12) in the order of accuracy . The sli p
cond ition immediately gives

= (
~~2 + 41) 3 - 4) 14) 1  2 1y  ( 2 B A y  - 3) + 0(~~y )2 , I ~~, (13)

whereas from the one-sided scheme Eq. (9) for 
~ 2 and a similar expression for 

~~ 
one

obta ins

u1 = ( ‘l’ s - 4m4)
~~

)/ 2
~~
y + 0(~ y) 2 . (14)

A lthough both approximations are of the same order the difference in the result can be
dr astic [22]. Clearly, Eq. (13), which con tains the exac t boundary cond it ion 0u 1 = v i ,
mus t be preferred over the approximation Eq. (14).

Recent ly ,  higher order approximat ions for d i sc re t i za t ion  schemes (in the entire
domain of in tegration) have become the focus of attention . A few are mentioned : Fourier
series and other series methods [29 ,30] a class of techni ques labeled as “compac t ,”
“Ilermi tian ” or “Mehrs tellen ’ differencing [31 ,32], and spline-interpolation techniques
[33 ,34 ,35]. All these approaches can incorporate boundary conditions and evaluate field
da ta at the boundaries more easily and more accurately than the one sided finite-
d i f fe rence schemes. Polynomial splines are not only advantageous in many respects
(according to Rubin and Khosla their use saves considerable storage and computer time ,
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Fi gure 1: Streamlines , lines of constant v o r t i c it y  and temperature
at various times Ct = t ’2tJ~/d) af te r  the abrupt s ta r t  of an
insulated .thin elliptical cylinder under (a) the non sli p and
(b) the perfect sli p boundary condition. Re U~d/v = 200 ,

E 2vU’/c~ d~T’~ m 4 50 ~~ From [20] which is based on [21 ] . 
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3.0 I

o p = 0
2.6 - - -- —  L~ p = 

4

— Potential flow
2.2 t ,

y/y1 
I

~~~~~~~~~~~~~~~~~~~~ i~o ~
Fi gure 2: velocity pro files at 0 = 90° for the almost s t e a d y - s t a t e

flow around a sphere under nonsli p and perfect sli p boundary
cond itions . x + i y= re’O . Re = U,~d/ v  = 200.  For comparison
the potential-flow solution is added. From [ 2 2 ]

1.1. j+ 1

/ ~~~~~~~~j+1 ~~,*1, j  Figure 3: Notation of grid
poin ts near a surface.

3. I

2,

, I . I

and their accuracy is less sensitive to non-uniform grids), they also serve as a unif ying
concep t for discretization. As was shown by Rubin and Khosla [35] fin ite-differences are
identical with quadratic sp lines and Hermitian discretization can be derived from poly-
nomial splines.

With spline approximations boundary conditions can be incorporated in an unambi guous
way . The exa mple Eqs. (9) through (14) is treated with cubic splines as follows . For
the interval  [y

~~,y~ +1 ] the stream function is required to be

— i3 ( — i l  i.. 2
- ~~~~~ 

y ~y y~ , ~~~~~ 
y.~~1 -y

~ 
= M~ 6h~~~1 

+ 
~
1i+l 6h

~ +j  
+ (m 4 ~, 

_ M
~

—
~

-—) h
~ +i

h~~1 Y Y ~+ 

~~i+l 
_ M

~ +i 
j
6 ) h~~ 1 

~ ( 1 5)

where M. = ( 3 2 4 i / 1y 2 ) .  is obtained as part of the solution and h1~ 1 
= y 1~~1 

- y . .  The
sur face  vor ti c ity is then wi th 0u 1

— 38 q
~ h2

1 — W I = 
3~~oh 2 ~i~j  3 M2 )  (16)
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and , for 8 =

111 2 1= - ~ M2. (17)

While EqS. (16) and t l7) are algebraically exact and follow unambiguously from l.q . (15)
it should be noted tha t as a resul t of the cubi c sp l ine approximation

= (3 2
~~/ Iy2 ) .  + 0 ( h~~) and in terms of ~ Eqs.  ( 16) and ( 1 7 )  are of 0 (h) )  and 0(h~respect ively. u1 can be e x p r e s s e d  in a cor respond ing  w a y .  De ta i l s  of the pr o c eli r e are

the (w ,q~) - form ul a t ion are g iven in [33].

2.2 Bounda ry conditions at infinity

Bounda ry cond it ions around an infini te fluid region pose a particular problem as only
a f inite domain of integrat ion can be cons idered  numer ica l ly .  The t rans fo rmat ion  of the
infinite region onto a fin ite one does no t re so l v e the problem. Upstream and s i d e w i s e
conditions are. usually easy to handle because disturbances damp out fast (except for wave-
type propagation in stratified and rotating s y s t e m s ) .  The influence of those cond i t i ons
a t va r ious dis tances away f rom the so u rce of dis tu rbance on the so lut ion was s tu d i ed in
[36 ,37]. Downstream , howeve r , d isturbances may generate such long wakes (for instance ,
KArm ár i-vor tex s t r e e t s )  that the boundary condi t ions a f f e c t  the shedding of vorticity.
Obviously , ~ a 0 would be a very distorting condition. The princi ple diff icult)’ of
setting downs tream boundary conditions across a wake lies in the fact that the boundary
data are part of the solution and thus not known a priori. As a general approach to the
genera tion of downstream boundary conditions one should use physical  insi ght into the
nature of the f low at the boundary , and sensibl y simplif y the equa ti ons o f mo t ion to a
form which may be used as boundary condi tions. A number of less restricting conditions
than a 0 are listed in [3]. Thoman and Szewczy k’ s condition [23] Iw/Ix = 0 , v/~ x = 0

(with the x-direction parallel to the flow) is mentioned . The physical interpretation
causes diffic ulties [38]. Dawson and Marcus [24] al lowed the v o r t i c i t y  to be conv ected
downstream in a parallel flow . This idea was extended by Lugt and Haussling [39] to allow
convection of the total flow pattern (w and v)

+ u ~~~~ = o , (18)

+ u a i = o .  (19)

The author considers these conditions not very restricting . An interesting idea was
forwarded by Wu [40] . With the aid of an integro-differential formulation , he re stricts
the computation essentially to the area of nonzero vorticity (which can be much smaller
than the total reg ion of integration). He then extends this area with advancing time by
following the growing wake (after the start of a bod y from res t). Still , for lon g wakes
the integration area can become intractable.

2.3 Treatment of boundaries of arbitrary shape

In many practical applications of numerical fluid dynamics the shape of the boundary
can only be approxima ted mathematically, may be time-dependent , or may even no t be known
a priori. Examp les are ship waves , flexible surfaces throug h fluid-structure inter-
actions , and parts of machinery moving relative to each other. Even on a simp le flat
plate edges are present which constitute mathematically singular boundary points.

In general , singular boundary points do not cause numerical difficulties since they
are con fined local ly. Two examples are given. At the edges of an infinitesimal thin
plate viscous fluids behave such that Pt and w

~ 
become unbounded according to r 1/2 when

approaching the edges [41], Fig. 4a , no ma tter whether the fluid separates or not. r is
the distance from the ed ges.  Integra ti on of Pi and 

~~i 
over r resu lt s in fin it e val ue s

(provided r 
~~
) ,  and thus in bounded drag and lift . The numerical calculation of the

neighboring flow field can be carried out with sufficient accuracy . Whe ther o r no t a grid
poin t is located at the singular point depends on the discretization scheme [3 ,36 ,42 , 43].

In the second example , a cover rotates relative to the container wall without a gap,
Fig. 4b. The shear stress is proportional to r~~ [26] . Although this singular behavior
is locally res tric ted and does not invalidate the overal l  f low f ield , the tor que (a s an
auxil iary quantity) i s logar it hmically infinit e.

Al though the boundary conditions of free surface waves (for instance ship wave s a re
known , the location of the wave surface itself is part of the solution. The kinematic
boundary condition requires that the surface moves with the local fluid velocity. If the
surface is defined by x = x ( s ,t ) ,  y = y ( s ,t ) ,  t he cond i t ion  reads

u ~
-
~~- (s ,t ) ,  v = }f (s ,t)  . ( 2 0 )

The dynamic boundary condition postulates continuity of the normal and tangential stress
across  t he surface [4 4 ,4 5 ] .  For water waves with air above , this condition can be
reduced to constant surface pressure and vanishing surface-shear s t r e s s .  The la t t e r  one
is the perfect-sli p condition .



Figure 4: I xamples of singular boundary points. i )  Flow around
the edge of  an i n f i n i t e s i m a l  thin p l a t e , with and without
separation. (h) R e l a t i v e  mot ion be tween  cove r  and conta iner
w a l l  w i t hout a gap .

The numeric al t r e a t m e n t  of su r face  w a v e - b o u n d a r y  condi t ions is m a t h e m a t i c a l l y
d i f f ic u l t , even for potent ial f l o w  [ 4 6 ]  . or viscous fluids the t r ea tmen t  used in the
\lar ker-an j-Ccl l method in its latest version , SO I .A -S IJRF [47] is reasonably successful.
In general , t he problem of  f r e e - s u r f a c e  w a v e s  c a l l s  for more intensive investigation .

For high accurac y near the surface it is advantageous to have a body- fitted
coordinate syste n~ see section 2.1). In the last decade numerical methods have been
develop ed which permit the transformation of an arbitrarily shaped boundary in the
physical plane (x ,v) Onto the rectangular mathematical plane (~~,8). In addi tion t e  the
de si rable h i gh resolution the application of certain integration techni ques l ike the fast
direct Pcisson solvers necessitates a certain regularity of the grid. These zle t h o is ,
which are connected w ith the names of Buneman , Colub , Bu zbee , ilockney et al. 148 ,4~~,50],are very powerful in solving the Xavier-Stokes equations efficiently when applied to the
Poisson equa ti on for , .  In fact , certain problems could only be solved within a reason-
able amount of computer time with the aid of these methods [51]. At present , only those
coordinate transformations (x ,y) (r ~ , 0 )  can he used which yield a separable elli pt ic
differential equation of the form [52]

1 2 3 2a(s) —f- + c (n) ~~~~~~ + d (o) ---
~~~~

± e( n ) —
~~ + [f(o) +g (~-i )]~, w (r ,e), ic > 0. (21)

30 2 
~n 2 3 0  In

Thi s c l a s s  of transformations includes any conformal mapping as a subclass. An example
is Eq. (8). W ork i s go ing on to ex tend the range of  app lication for fast Poisson solvers
beyond the c la ss represen ted by (21). In this context it may he noted that a fast fourth-
order Laplace solver developed by Ohring [531 for three-dimensional potential flow s may
be app licable for Eq. (2) under the restrictions of ~n = ~e and conformal mapp ing.

For s imply - connec ted reg ions these body-fitting methods have been studied by
W inslow , Bar f ie ld , Chu , ..\msden and Flirt , and Godun ov and Prokopov (see [541). This
work has been ex ten ded recen t ly to mul tip ly-con nected regions by Thompson et al. [54 ,5 5 ]
and Ghia et ml. [56 ,5~~,58]. The latter group has improved the computer efficiency of the
coordinate-transformation program by the increased speed of convergence due to the use of
the ADI me thod , emp loy ing simultaneous solution of the coupled Poisson equations (22)
bel ow during each step of the API scheme . Additional improvements are in progress
(accordin g to a private communication with Prof. U. Thia). A b rief outline from [55] is
g iv en:

The coord ina tes  (x ,y) and (n .~~) are coupled with each other by the generating
ell ipt ic sys tem

~ + 0 = P (r ~)xx yy 
1 2 2 1

“xx ÷ n yy = Q(n ,0).

Since t he computa t ions  shal l  he c a r r i e d  out in the (n . 8 ) - p lane , t he dependent and indepen-
dent v a r i a b l e s  in (22) must he interchan ged :

a . 2b ~~ + c ~~~~~ = ~.J 2 ( ~ + 

( 2 3 )

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

D irichiet (or Neumann ) boundary conditions for ~ and v are prescribed and then (2~~ s o l ved .
T he g r id  in the ph ys ica l  p lane ma)’ change with time whereas the (n, o ) - g r i d  can he kept
f ix 0(1.
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The simple m apping Eq. 1~~) transfo rms an ell i pse in the (x,y)-p ]ane on to a
rectangle in the (n ,8)-plane . If a higher resolution of the surface is desired a doubly-
connec ted re g ion may be used . Fi g. 5. In this fi gure an example from h iof luiddynamics
is selected . The circle (representing the ball) degenerates to a double line in the
(n ,t )-plane. This arrangement provides more coordinate lines around the circle norma l to
t he sol id  s u r f a c e .  If one wants hi gher resolution around the circle with regard to more
p l l

~~ 
lines , the imbe dd ing of wit additional grid can be made. Fig. 6.
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Fi gure 5 : (a) Bod y - fi tt ed coord ina te sys tem for the meridional plane
of par t of the aorta with caged-ball valve prosthesis. The blood
f lows from the lef t hear t chamber on the lef t toward and around
the ball which is oscillating horizontally according to the rhythm
of the hear t .  The amp litude of the ball osc i l la t ion is given
through the positions of the orifice and of the cage of the
pros thes i s (wh ich is no t modeled he re ) .  (b) Gr id in the (n, 0 ) -
plane. The compu tations were performed with the technique
described in [54]. P = Q = 0.

For the nurpose of solution , the stream - function vorticit y form of the Navier-
Sto kes equat ions t rans fo rms  to

+ (
~-~- - ~~~ - ~-~-)/J  = (a - 2b c ~~~~~~ 

+ d ~~~~ + e ~-.~ ) / J2 Re  , (:4)
t In 1 30  ~n 313 ’ 3 0 3 n  30

a I._± - 2h ~
—

~~
— -  + c~~—~ + d + e ~

-
~~- = J2 v , (25)
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Figure 6: The same s i t u a t i o n  as in F ig .  S exce t t for a d d i t i o n a l
spacing arrangement around t he ball  ( s u c e e s t e d  by Professor
.J. F. Thompson) .  P = Q 0.

where  d = (~~~- Dy - ~-~— Dx / 1 , e = ( -2- Dx - ~-~ - I ) v ) / . I . and the f iner ional

3 2 3 2 3 2P a - 2b ~~~~~~~~- + c - - -
~

- . The boundary  co nd i  t ions i t  the sum ( i c e  for nonsl i p ire
30 2 303n -n -

-2 = con s t  , /c~ / .1 ‘ 2 /  in  = ~~ . 2 6)

I lS. (7-I ) and (254 are more coop ! i c a t e d  than the o i g i n a ]  t l qs . (1) and (2) . This is -

. 1 v-in t ge , however , is far ~~ I i  t w e  I - , it el by hay inc a si cads- , s imp le  gr i d . Is  . (2 4 )  and
125 1 are on ly v alid for plane 1 ) !  ions , no t for axi svm metric ones.

T he example  in Fi g. 5 i s  of i n te r e ~~t in th ree  e ther  res c c t s :  (1) the region is
doubly connec ted  . ( 2 )  the ao r t  i c wa 11 may he , I l ls  idered II C N h i e when i t t  e l a c  t i ng w i
the f l u id , and 5) t he s t i r t a  ~~ touch and s e p a r a t e  in each period of o sc i ll , it ion.

(I). In multi p ly -connected regi ns the constant value of , ii (21’ ) is d i f f e r e n t  on
d i sconnec ted  s u r f a c e s . or i ns tance , in I L - S ii can be s e t  eq ual  t o  :e r a long the
aor t ic w a l l  boundary and equal to  B i t  I on t i e  c i r c l e .  ( T h i s  ho lds  for t I -  a \ i~~~

- - - --- . c m r i c
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prob lem.  If t h e  problem considered is p l i n a r  , the ,- - v  a lues for the upper boundary A 1
and t he low e r  boundary -\ ., - A 3 di f f e .  I I Il 5(V& r , B ( t ) ia~ not he known and nay have to h e
determined w i t h  the sol u tion. ‘i procedure for t h i s  is descr ibed  in [ 5 9 ] .

(2 ) . On the f l e x i b l e  t o r t  iv wall the attic conditions appl y as for the free surface
of two inmiscib l e viscous fluids. See h q . (20) and subsequent text.

(3) . Separ: it ion and touching of t 5 )  or more se r f a c e s  a re  d e s c r i b e d  by t I C  : i cce le ra  -

tion process involved . Discont i ltu ou s movement of the surfaces (in the velocity or the
;ic c el eration l requires special care in the numerical simulation. This is discussed in
the next sect ion.

3. IN IT I A!, CONDITION AN D MODELS lOR .-\CCl~LFRAT ION

The initial condition specifies the State of the flow field at a c ertain time t =

from which the flow field w ith prescribed boundar y conditions develops. The instant t 0may mark the beg inning of motion or may occur la ter  at any o ther  t ime . The f low f i e l d
may be continuous or discontinuous las the beginning of  mot ion)  in t ime at t = t 0. The
start of motion is chosen to be at t = 0 without loss of generalit y .

Any nonanal stic behavior of the initial condition is determined by the selection of
the acceleration model. Depending on which time derivatives of the flow quantities are
discontinuous , three cases are considered. They cover all possible models for numeric al
computat ions. At t = t 0 the discontinuity ma)’ occur in the

(1) ve locity: 11(t)

(2) acceleration: dU/dt(t)

(3) rate of acceleration: d U/dt 2 (t)

(1) In almost all acceleration models described in the literature the abrupt start
of a body from rest to a constant velocity is simulated. This is mathematicall y eq ui x.~-
lent to a discontinuity ir. U (t). The acceleration dU/dt is therefore a S-function , and
drag and lift are infinite at that instant. Numericall y , the otentia l-f low solution in
the interior of the flow field is prescribed , as well as the dyn e-ic boundary condition
of the viscous fluid at the surface. This means that an infinit c si :n a l sheet of v o rtici t y
exists at the su’-face. The subsequent spreading of vorticit y (see Fi g. 1) requires sm all
time steps ct although errors remain near t = 0 due to the inabilit y o the numerical
scheme to resolve very thin boundar y layers. However , a comparison with series exp .Insions
for the elli ptic-cylinder problem by Staniforth [60] s-.aws that the inaccurac y is con-
fined to a limited time span near t = 0.

(21 An acceleration mode l in which dU/dt is discontinuous has been used recentl y by
Collin s and Dennis [61]. Examp les for boundar y layers can be found in [e2J . If th ~accele ra ti on period las t s from t = 0 t o t = i- , the acceleration is

0 for I < 0

= 1/i O~ t S . ( 2 )
0 t < t .

Discontinuities occur at t p = 0 and i. A t t o 
= 0 the fluid is motionless w ith _ , - 0 but

there exists a discontinuity sheet for the vortici t y flux (~~
_ /3n) 

~~
. As in case (I) errors

in computing t he f low f ie ld  occur near tr = 0 .  Calculatin g the force , however , will lead
to grossl y inaccurate values. This can be avoided by incorporating the boundar y -layer
solution [63]. .-\ similar situation I tnt be overcome when to = -r . -S new vorticit y sheet
is introduced. The resulting new boundar y las-er grows in a rotational rather than in an
irrotational flow . A s was pointed out b~ Taneda [ 64 ]  , the flo w at t0 

= consists of the
superposition of the alread y existing rotational flow field and the irrotational flow
field resulting from the abrupt change in the acceleration . A ga in , the boundar y- layer
solution can be incorporated as in the situation at t0 = 0. This was done in Fi g. Th
onl y for the calculation of the drag coefficient but not for obtainin g the flow field.

(3) For the linear acceleration described by

0 for t < 0,

dU — 

1t/ - r 2 0 ~ t r/2 , (28)
- 

. I ( t -t ) / t 2 r/2 < t ~ T ,

o

the flow field at t = 0 is motionless with x l  = (Iw/ -n L 0 . This instant , as t e l l  as
those at t o = r / 2  a~ d i when d2 tl/dt 2 is d i s c o nt inuous , dd no t cause an)’ numerical
di f f i c t l t i é s  [63].

For compar ison the drag coefficient defined by CD = drag/~- o U ~ d for t he th ree  c a s e s
is p l o t t ed  a g a i n s t  t in Fig. 7 , w ith the f low s i t u a t i o n  of Fi g. la.  Care  mu —t  he taken
when selecting the re ference frame for computing the drag [63]. .5 d i scuss ion  of  th is
prob lem and expe r imen ta l  da ta  are given by Sarp kaya [15 ] .

-- =— --~~~~ ~~~. 
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4 .  I N T E R P R E T A T I O N  OF P1 ,0 W PATTERNS IN V I S C OU S FLUIDS

Wi th the possibility of solving complicated flow problems numerically, difficulties
in interpreting time-dependent flow patterns can arise. This may even occur in two space
dimensions , le t alone the three-dimensional domain where the situ :it ion really bece’:es
comp l i ca ted .  Steady mot ions imp ly t he Eulerian form of flow description and the selection
of one spec i f ic re ference frame ; tha t i s , the reference frame for which the flow becomes
steady. In this steady-state system streamlines , p a tb l i n es , and s t r e a k l ines co inc ide.
In truly unstead y f low s no prefe rred re fe re nce frame ex is ts , and the frame must be
se lec ted on the basis of other cr it er ia . Streamlines , pa th lines , and str e:i kl ines in
general no longer coincide. In this text , the discussion is restricted to tw o-dimensional
f lows , and t hree phenomena are descr ibed : separa t ion , v o r t i c e s , and var ious r e f e r e n c e
frames for rotat ing bodies.

4.1 Flow separation

In general , f low separa t ion may ho def ined for stead y mot ions i f a body str eam line
detaches from the surface , or more accurately, if it bifurcates. Two types exist - flow
separation which is simply enforced through the conservation of mass m d  w h i c h  can occur
also in po tential flow (see Fig. lOb), and flow separation due to a separating vortic i t v
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lay er from the surface. I’he fir st type of separation point is often called the point of
detachment , while the second type is usuall y me tnt when one speaks about I los separation.
In steady motions it is defined by (see e2 ,66j)

r = 0 v * 0 or = 0 , (1 , (22 1 )n 3s

where the second definition is also vali.l for per fe ct -sli p boundary conditions [211 .

This def inition no longer h Id- i 1 a unstead y flo~ s . To understand the flow behavior ,
a reference frame is soug ht in shich the motion becomes stead y with r e s p ec t to the
sepa ra t i on  point , at least locally. There , streamlines (and path l in esl do not citati g i - ver y
much in time. In Fi g. 8 such a chan ge of the reference frame is shown . One immediately
recogni:es that in the stead y frame a parallel 1 1 w  ex ists adjacent to the surface , and
that the bifurcat ion point is inside the fluid.

/ / ,f,,, /f~.’f,’f /77/7/ /,/////__
~~ .. 7,

,,,,,,

a b

Fi gure 8: Streamlines near a sepa ra t i on  p o i n t .  (a )  The s u r f a c e  is
f ixed , and t he sepa ra t i on  point is moving w i t h  speed -U to  the
lef t. The flow is unstead y. (b) The reference frame is now
fixed to the separation point bs- superposition of U on the flow
field. The surface moves w ith speed U. The flow is s t- .-ady , it

least in the vicinity of the separat ion point. (- rom [6 ]

Moore , Rott , and Sears [ô~~[ have suggested the following criterion for flow separation
in a boundary layer:

D V
= 0 at v = 0. (30)

-n 5

-S formal definition for solutions of the \avier - stokes equations has apparently not - ct
been found .

3 .2 Vor tices

A similar difficulty is encountered if one tries to def ine a v o r t e x  in uns ead y f l o w s
[68]. Generall y , a vort ex may be described a-~ the cir c u l a t i n g  mox-ement of fluid elements
around a common center. To transform this descri pt ion of :t household word m t  - an exact
mathematical definition , howeve r , is another matter.

The textbook definitions are usuall y too rest t icted . Here are some ex anp ies: (1) The
potential vortex is not applicable to viscous fluids. (2) Vortici t v at a point in space
does not constitute a vortex. -5 parallel shear flow has vortic i t y bit t  is not a y or t e x .

(3) An extremum of vorticity in viscous fluids indicates a vortex but is not necessaril y
one. Any nonconservative force acting on the fluid may produce local extrema , for instan ce
in stratified fluids. Also , recirculator y regions :lt ~~trfac es would be excluded Ito’:
being vortices since their vorticity has its extremum on the surface (Fig . 1). i- i ) Closed
streamlines do not necessarily represent vortices in unstea !x moti on s . 5tre amlines are
not invariant with regard to inertial transformations and certainl y not or rotational
ones. F ig. 9.

As in the case of  unstead y f low separa t  ion a r e f e r e n c e  f r a me must be found that is
at rest relative to the vortex center . This can be d one iterativel y hs’ checking the path-
lines or a time sequence of streamlines. When c lo sed o r sp iralling pat hl ines Ire found ,
these patterns then constitute a vortex.

4 .3 Rotating bodies

The simplest case of a rotating body in two dimensions is that of a cylinder r o tating
with constant angL ilar velocity - I! in a fluid at rest at infinit y . 1- ig. lIla shows the
instantaneous streamlines of :m potential flow around a rot a ting cylin der with an elli ptic
c r o s s - s e c t i o n .  T his f low is u n s t e a d y .  By superpos ing the r o t a t i o n  ~ the f low beco m es
s t e a d y  (F ig. lo b ) .  The f low patt erns rev ea l now two re c i r c u l a t o ry  reg ions (or v o r t i c e s
according to section 4.2) which are not visible in Fi g. lIla. The closed streamlines
w i th in  these  r e c i r c u l a t o ry  reg ions do not contradict a theorem for potential flow that in
a simp ly-connected region closed streamlines cannot exist (44 1 . In Fi g. lob , :m rotation
g w i t h  constant ,I/2 is superposed!
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l i g i t e  9: On a vortex a) a constant p a r a l l e l  flow front ri ght to
l e f t  is superposed .  This  is equ iva lent  to a re fe rence  frame
moving relative to the vortex . In (b) the ve locit )- of the
pa rallel flow is sma l l  re la t  ive  to the tan g en t  ial v e l o c i ty
of the v o r t e x ~ in (c )  t he v e l o c i t y  of  the para l le l  f l ow  is
l a ig e .

E~~~~~~~~~~~~~€D

a b

Figure 10: Potential flow around a rotating thin elli pt ic
cyl inder.  (a)  The reference frame is fixed to the fluid at
rest at infinity. The flow is unstead y. (b) The referenc e
frame is fixed t o the hod )- . The f low i s s t eady .

The s i t ua t i on  becomes more comp l i ca ted  if a cy linder ro ta tes  w ith constant  - 0 in a
parallel stream with U~~. Ihen , no st eady state exists. Pour different frames may be
di - i t i n g uished. When U~ and I * are the translational and angular velocities of the body
relative to the reference frame , these four different frames are:

(1) 11* 0 , n~ ~ O~ the frame is fixed to the bod y with regard to translation: but
the body rotates relative to the frame .

- (2) 11* ~ 0 , ~~~ ~ 0’ the body is in translational and rotational motion re l ative to
the frame . For U* = -U and - * = -0 the : rame is fixed to the
fluid at r e x t  at infinity.

(3) [J* 0 , r~ = 0; the frame is fixe ’l to the bod y.
( 3 )  U* ~ 0 , o~ = 0 ;  the f rame does not r o t a t e  r e l a t i v e  to the hoLl y ; but the bod y

h i t s  a tran~~lat u n i t  motion relative to the frame .

The behavior of streamlines for th~ four different cases is i ll u stra tc.4 in Figures
11 and 12. For nonv ,mn i shing 11* and * these qim ar i t it ies are chosen o be ‘~ = -U nd

= .tl . Since the streamlines ire not invariant , i ll patterns differ from each other.

—- . -  -,  —-—-— ——.— --- 
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FRAME 1

FRAME 4

Figure 11: Potent ial f low around a rotating thin elli ptic cylinder

w i t h  t rans la t iona l  mot ion  in four different reference frames.

Ro = 0.5 , a = 15° . The flow is unstead y . 
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F R A M E  I F R A M E  2
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~~~~
FRAME 3 FRAME 4

Fi re 12: Streamline patterns of a viscous fluid flow in four
d i f f e r e n t  re f e rence frame s . Re = 2 0 0 , Ro = 2 , 1 = 300

t = 10 .4 1  m I t e r  t he abrupt s t a r t  from a vertical position.
I i- u t  [511

By con t r e - ~~, the vor t icitv field in Fig. 13 is invariant and differs under rotational
tr an sf ormat io ns only by a constant. The super ior i t)-  of the vorticit y field over the
s trea- il ine patterns for explaining flow behavior is clearly demonstrated .

I—

) \,, Fig ure 13: Equi-v ort (city lines
for the flow situation of Fi g. 12.
From [5 1].

@
~ 

_
~~ s=

For interpreting the patterns of Figs. 12 and 13 the discussions in section 1 .1 and
1 .2 nay be consulted. For example , the separated vortex one plate length behind the
bod y is seen in Fra me s 1 and 2 as c losed s t reaml ines , and in Frames 3 and 4 as wavy strean-
l i nes .  Hence , the vortex is moving relative to Frames 3 and 4 , but no t (or only s low ly)
to Frames 1 and 2. The closed streamlines in Frames 3 and 4 are due to the rotation of
the frames and are circular at infinity. The center of rotation coincides only sith the
ro tat ion cen ter of the body when the translational motion vanishe s (Fig. lob). Details
are g iven in [ 5 1 ] .
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NUME RICAL TUR BUL E NC E MO DELING

Morr is W. Rubesin
Ame s Research Center , NASA , Moffett Field , Ca li f .  94035 , U.S.A.

SUMMARY

Althoug h even the largest and fastest e lectron ic computers are incapable of nume rically evaluating
the detai ls of the smallest scales of turbulence in arm entire flow field , thei r computational power is
su ffic i en t to permi t “modeling ” turbulence w ith detail that was impossible in the past. Descriptions are
given of the underlying bases and developments in two techniques of detailed turbulence mo deling where the
flow is treated in the Eulerian sense , and one technique where the Lagrangian imvitions of vortices are fol-
lowed. Fi rst , a technique is described for solv ing the sing le—po int statisticall y ave raged co n se rva ti on
equa tions . The Reynolds stresses that appear in these equations are evaluated by solving supplements!
di fferential equations which contain ternm that are ‘modeled. ” A sequence of increasingly complex , but
also increas ing ly gene ral , model ing equations is described and computations based on these equations are
compared wi th experimental data . The hierarchy of models described terminates with equations for the indi-
vidual components of the Reynolds stress tensor. The second Eulerian technique approach to turbulence
model ing is the direct numerical simulation of turbulent fields . In this approach , a ll three-di mensional
eddies between a predetermine d range of sizes are computed in time wi th in  a speci fied volume of f low.
Present-day computers requi re a tradeoff between the size of the volume that can be consider-ed and the
degree of resol ution of the turbulent eddies. Techniques of “model ing the smallest eddies are described
that permit enlarg ing the volume , or Reynolds number, that can be considered. Computed results and
experimental data are compared for turbulent flow fields at Reynolds numbers of aerodynamic interest.
Finally, developments in the Lagrang ia n technique whereby a turbulent fl ow field is treated as a finite
number of ring vortices whose notions and distortions are followed in time and space are described.

NOMENCLATURE

A5 surface area of aerodynami c body kinetic energy of turbulence per unit of

+ mass
A van Driest damping funct i on

L length of aerodynami c body
a modeling constant (ARA P model )

L Glushko length scale
B constant in “law of the wall

2. Ng-Spa lding length scii~e
b modeling constant (AR A P mio de l )

2.l~~
2.2 length scale of turb ulence

C modeling constant
mixing lengt h

CF average skin— friction coefficient
N number of mesh points

C1 ,C 2
n normal vector

cD,cd NS Nav ier-Stokes equation operator
cm .cp p averaged pressure

modeling constants Pr t turbu lent Prandtl number
p 

p static pressure
C IPV q cha racter ist ic turbulence velocity
c 2PV q. heat transport by molecular processes
c ,cIV p R . . Reynolds stress
D diamete r of sphere 13

Re L Reynolds number based on length L
E Jones-Launder dissipation function

ReT turbulence Reynolds number
E11 one-dimensional spectral energy function

r turbulence Reynolds numbe r , Eq. (76)
E three-dimensional spectral energy function

r0 modeling constant
f function

5 Kolnogoro v microscale of length
G filter function

surface roughness parameter
H Gl’ushko turbulence Reynolds number function

S 14 velocity strain tensor , ref. Eq. (7)
h static enthalpy

S skewness
k wave number

t t ime
wave number vector component

t~ t ime
Kolnogoro v wave r~unter

I averaging period
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friction velocity , .,J~~~~i K von Kármán constant

ui velocity vector component in ith direction x modeling constant or Taylor microsca le

U1 filtered (averaged) velocity vector corn— A ARA P length scale
ponent in ith direction

p viscosity of fluid
veloc ity vector

kinematic viscosity of fluid
V velocity

Cole ’s wake function parameter
filtered velocity vector component in ith

direction ~~* mass-weighted average modeling constant

t i me derivative of V~ coordinate

v velocity vector component in the ith p density of fluid
direction

o modeling constant
w dissipation rate in compressible Wilcox-

Iraci model °k’°z modeling constant

x 1 coordinate vector , ith direction °E’° modeling constant

x2,y coordinate normal to a surface surface shear

ci ,ci* ~ ~~. . molecular stress tensor
} modeling constant 1J

6,~* J 
t~ Saffman-Wilcox dissipation rate

y constant in Gaussian fi l ter vorticity vector

A ,h computational mesh dimension I I stat ist ical or time average

AA ,A characteristic filtering dimension Subscripts

6 boundary—layer thickness (_ ), (_) vector quantity

6* boundary-layer displacement thickness e boundary-layer-edge condition

Kronecker del ta w property at surface

eddy di ffusivity Superscripts

kinetic energy per un it mass dissipated + “law-of-the-wall ” coordinate
by turbulence

( ‘) averaged quantity
E 1 ‘k alternating tensor

)‘ fluctuatin g quantity
mass-weighted average modeling constant

mass-we ighted averaged quanti ty
n coordinate

)“ mass—weighted fl uctuating quantity
a boundary-layer momentum thickness

time derivative

INTRODUCTION

It is generally accepted that the dynamics of a fluid at a point in space away from a discontinuity 
-

such as a shock wave is well represented physically by the Navier-Stokes equations. For compressible
fluids , these equations must be supplemented by a continu ity equation containing a variable density and an
energy equa tion. These equations are second-order , nonlinear partial differential equations that can be
solved analyt ically for only a few simple flows . Most technologically important flow fields are turbulent
and are much too complex to lend themselves to these analytical methods . The solution of turbulent flow
fields , then , must be accompl ished through numerical analysis.

Turbu lence can be thought of as the time-dependent solution of the continuum Navier-Stokes equations
resulting from all the nonlinear processes that reflect the instabilities within the equations and the
disturbances that existed ini tially wi thin the flow field or that were impressed at its boundaries . Thus ,
turbulence is a property of the fl ow field and depends only secondarily on the property of the fluid
itse lf. Turbulence , as observed experimentally, contains certain characteristics that impose extremel y
stringent requirements on a computer that is to be used for its numerical analys is .  It is a phenomenon
identifi ed wi th high Reynolds numbers where the nonlinear inertial processes domi nate the flow . Also , high
Reynolds number causes the range of scales between the largest and smallest features to be extremely wide.
The existence of very small length scales of the tu rbulent eddies coupled with the three-dimensional
character of the turbulence imposes the requirement on finite-difference methods of very small mesh spac-
ings in all three directions of space; this , in turn , requires very large storage capacities within the
compu ter. Further , the need to solve these equations in a time-accurate fashion , together with the small
leng th scales , imposes very short allowable time steps in the numerical solution — this imposes the
requirement of extremely fast computers . Even the largest and fastest computers anticipated in the
reasonably nea r future fall far short of the requirements for accurately resolving the smallest significant
scales of the turbulence at Reynolds numbers of aerodynamic interest.
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This conclus ion is Illustrated by an example for which the computer specifications requi red to
numerically simulate the turbulence in the boundary layer of an aircraft are estimated from a knowledge of
the sma l lest  scales of turbulence that must be resolved by the f in i te—dif ference computations. Kolmogorov
(Ref. 1) gives an express ion for the length scale of the smallest significant eddy :

s = 
(
~~)ii~ ( 1 )

where ~ is the kinematic viscosity of the fluid and is the kinetic energy per unit mass bein g dissi-
pated by the turbulence. The latter quantity can be est imated as

C V V • A C V 3
= drag veloc ity~~ F 7 S F (2)mass in boundary layer — 0.6 A55(L) 

. TLT

If the c lassic equations for the drag coeff ic ient and boundary-layer thickness for an incompressible
turbulent boundary layer on a flat plate are introduced into Eq. (2) and the result ing used in Eq. (1):

S = l.5Lf (Re~)3/~

The numbe r of mes h points requ i red to resolve a boundary layer of unit width is

N volume of bou ndary layer = (L . l){O.6 -5 (L)] 0.2 R 51/20— 
s 3 s3 L eL

e.g., on an aircraft surface 4 m long, 1 in w ide , and ReL = lO~: N = 1013 . For even this example that
treats onl y a po rtion of an aircraft surface , the numbur of mesh points required is about b c la rge r tha n
the memo ry unit existing in the core af a large computer such as ILL IAC IV , and abou t 106 larger than its
more slow l y accessed disk storage. This example illustrates the basis of the conclusion that the calcula-
tion of aerodynami c turbulence resolved to its smallest scales cannot be accomplished by current computers -
or those anticipated in the reasonabl y near fu ture. This conclusion is reinforced when the computation
times governed by the small time scales of the turbulence are considered .

To eli minate these difficulties , the point values of instantaneous velocity , pressure , and de nsity
must be replaced with new dependent variables sufficiently smooth and continuous that they can be resolved
by a computer. In doing this , some of the physics contained in the basic equations is lost , es pec i all y
for mechanisms such as the dissipation of turbulence into heat that is dominated by the smallest scales
prevalent in the turbulence. Some of this physics must be recovered through turbulence “model ing, ” which
relies a great deal on experimental data . Thus , numerical turbulence modeling is an interdisciplinary
activ ity that involves both complex numerical analysis and a careful examination and interpretatio n of
ex perimental data .

The dependent variables that can be resolved by the computer and utilized in the turbulence calcula-
t ions are based on some sort of averaging process that filters the explicit behavior of the small scales
from the problem. Linear terms transfer directly to filtered quantities . The nonlinear terms in the
Nav ier-Stokes equations , however , form averaged moments. Thus , the averag in g process in t roduces many new
dependent variables in each equation. These moments must e i ther be igno red or ex p ressed i n te rms of the
lower-order moments or individual averaged quantities to avoid the proliferation of dependent variables
relative to the number of equations — known as the “c los ure ’ prob lem. The techniques of “c los ing ” the
equations that describe the averaged quant ities is a major aspect of the turbulence modeling process.

In Eulerian finite-difference computations , the ma in thrust of research activity in turbulence model-
ing has been with two dist inct though related approaches. The first can be called ‘ stat istical theor ’s of
inhomogeneous turbulence ’ and is a direct outgrowth of the classic papers of Rotta (Refs . 2 and 3). In
hi s wo rk , the basic equat ions result from time or ensemble averages of the Navier-Stokes equations at a
single point or from velocity moment equations based on the Navier—Stokes equations at two points . The
method is most applicable to steady—state , mean flow fields or to flow fields that are varying slowly rela-
t ive to the turbulence time scales . The second method , called ‘turbule nce simulation ” or “sub—g rid model-
ing ,” depends on averag ing the primi ti ve equations over space , w h ich can be a line , a su rface , a nd/or a
vol ume . The space dimension is smaller than the largest eddies , but much la rger th a n the tini est edd i es
of the turbu lence. This latter approach computes the dynamics of the eddies large enough to be resolved
by a three—dimensional computation mesh. The results which are the motions of three-dimensi on la rge
edd ies , must be treated statisticall y to yield mean flow properties of engineering interest or in for- -ation
to a id s ta t i s t i ca l  turbulence modeling. Finall y, a third method of modeling turbulence u t i l i zes
Lagrangiart methods. Here , vort ic i ty f i elds are averaged into a sequence of d iscrete vort ices , which are
then followed in space and time.

This paper does not attempt to survey all the research taking place throughout the world on the
va rious aspects of turbulence mo deling. Emphasis is placed on the author ’s work , or that of his col-
leagues , or contrac tvd work the author has monitored . This rather narrow view is permissible because the
material to be covered represents the “state of the art in marty respects . In this paper , consideration is
first given to the methods of averaging the Navier-Stokes equati ons for both the statistical and simulati on
techniq ues. The effects of compressibility are handled in the statistical theory of turbulence by alterna-
t ive methods: where averaging is performed for the primitive variable of velocity , pressure , and density
or when the veloci t y is mass weighted before the averagin g operation. Then a sequence of turbulence models
of increasing contp lexity is described in terms of boundar y-layer flows , including the effects c” conirres-
sibility. These models apply to two—dimensional compressible boundary layers . ‘-te models er~ boy Sr eddy
viscos ity whose magnitude is computed from one or two equations th at represent th e in tensit y and scale of
the turbulence. A second turbulence model evaluates each of the Reynolds -stress and turbulent heat - f lam
componnn t.s d i rectly. Research in sia u la ting turbulence is described , both at very low Reyno lds number
where the small eddies can be resolved and at Reynolds numbers that correspond t o  actual ‘“ows wberp t’s c~ 
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influence of eddies smaller than the finite-difference mesh spacings must be modeled . Finally, some pro-
gress in the simulation of turbulence through the use of finite ring vortices is presented .

In these presentations , the physical aspects of the turbulence modeling are emphasized . The numerical
methods used in most of the work are generall y accepted finite-difference techniques . When unique mathe-
matical methods are used , they are mentioned only briefly.

AVERAGING THE NAVIER-STOKES EQUATIONS

The specifi c averaging process used to account for the unresolvable small—scale eddies present in tur-
bulence depends on the general characte r of the flow field and the detail to which it is to be determined .
This point is illustrated with three examples . The first applies to steady-state mean turbulent flows and
leads to the methods called the ‘ statist ical theory of turbulence. ” Two subsets of th is averaging process
are ut i l ized for compressible fluids: direct time averaging of the primit ive dependent var iables u1, p.
and p or time averaging where the dependent variables arie mass-wei ghted . The second averaging process
uses a time average that follows the flow in time . Such an average , then , eliminates deta ils of the turbu-
lence with ti me scales that are small compared to the averaging interval and permits computation in time
and space of the larger scales of the turbulence. This approach is best suited to flows where the large
eddy structure is two—dimensional . Finally , the most detailed calculation of turbulence which considers
its full three—d imensional character uses averaging over space contained by a finite-difference grid sys-
tem at an instant of time . These latter methods , called “la rge eddy simulation ” methods , are the third
example shown. These averaging processes are treated together in th is section to illustrate features they
contain in conoon and to del i neate their differences , especially wi th regard to the meanings of the fil-
tered dependent variables . The dependent variables must be defined precisel y in each averaging process to
i nterrelate the different methods and to compare the computed results with experimental data that may be
fi l tered in their own peculiar ways .

Statistical Theory of Turbulence

The Navier-Stokes system of equations for a compressible fluid in the absence of external body forces

+ (pu~)~~ = 0 (5)

and

(Pu i) t + (n u 1 u~ + 
~~ j p - 2tiS

~~
)
~~ 

= 0 (6)

where the notation of repeated indices represents sunmtation over all coordinate directions and the conina
represents partial differentiat ion. Here, the instantaneous strain of the flow is

= ~ (u 1~~ + u~~1 ) - ~~~~~~ 
(7)

For steady-state mean flows , the averaging process app lied to Eqs. (5) and (6) is

f(x.) = lirn ~~ f(x. t*)dt* (8)
~ T-.= -T

The averaged equations become

= 0 (9)

and

(~i~i~ + - 2~~
’
~~)~~ = 0 (10)

when the definition represented by Eq. (8) leads to

~TT~j  = ( f )~~~ = 0 (11)

for steady-state mean flows. Also ,

rr~j  (7)~~ (12)

In terms of the primitive variables , the l ocal velocity and fluid properties are expressed as the sum
of a mean and a f luctuating quantity :

- f = + f’ (13)

En particular , then

(14)

+ p 1 (15)

p = + p (16) 
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+ ~~
‘ (17 )  ‘1

Consis tency of these equations w i th  the def in i t ion in Eq. (8) requires that

lim ~~s f’ (x- t*)dt* = 0 (18)
T-.~

.- -T

.~hen Eqs. (14) and (15)  are introduced into Eq. (9 ) ,  and the def in it ions iii Eqs. (8) and (18) are applied ,

l9~

as the equation of continuity. Similarly, the moment um eq uat i on beco mes —

1 2 (20)
+ ~~~~~ + + + + 6 1~ P - 

~(u 1 
~ 

+ ~~~~ - 
~

- 6iju k~ ,) ,~

where the small  e f fects  of the fluctuating viscosity are neglected . It is observed from Eqs. (19)
and ( 20) that f luctuations in the f luid density introduce several additional second-order moments and one
third-order moment.

These equations can be simplified by redefining the manner of expressing the instantaneous flow quan-
tities and the properties of the fluid through the use of mass-weighted averages , or i g i nated by Fav re
(Ref. 4). Here

u~ = ü .  + u~ (21 ) -
-

+ 
~
“ (22 )

whe re ( )  means a m ass-weighted averaged quanti ty and ( ) “  represe nts the mass-weighted fl uctuation . Spe-
cif ically, a mass-wei gh ted vo tm ocity is found by applying Eq. (8) to ouj obtained from Eq. (21). Then

= + ‘~ (2 3 )

and def ining Üj as the mass -we i gh ted mean:

(24)

establ ishes the req uirement that

2 = 0  (25)

Equat ion (25) is the analog in mass-weighted averages to Eq. (18). It can also be shown (Ref . 5) that

(2 6)

When Eqs. (21) ,  (22) ,  (15), and (16) are introduced into Eqs. (5) and (6)  and mass-weighted averages are
taken , the mean equations of motion (Ref. 5) become

= 0 (27)

and

[:u~
u
~ 

+ - 
,
~ 

+ - 
~ 

6 i ~~ k) 
- ~~~u~]j = 0 (28)

where , - lain , the smaller terms a ssociated wi th  the v iscosi ty are neglected . A comparison of these equa-
tions with Eqs . (19) and (20) shows that mass-wei ghted averaging eliminates the need for considering the
mass-fl ux correlation terms ~5’G~ . Equat ions (27) and (28) are identical to the equations used to compute
steady lam i na r f lows , exce p t fo r the addit ional term

Equat ions (19) and (20), or Eqs. (27) and (28), represent the basic ave raged or fi l tered transport
equations used in statistical turbulence theory . The remainder of the theory applies to the evaluation of
~~~~ ~~~~ and T~~

’
~G~ or the equivalent (see section “Sta tistical Turbulence Models ”).

Time-Dependent Mean Flow

If the “mean ” flow relativ e to the small scales of turbulence varies with time , the averaging
procedure represented by Eq. (8) can be modified to a running average (see Ref. 6):

t+T
f(x~~t) = 

~~ f t -T 
f(x~~t*)dt*

Here the va l ue of T is assumed to be barge compared to the periods characteristic of small scales of the
tu rbulence and small compared to the period of the mean motion. The meaning of I wil l  be seen more
c lear l y afte r some development. From Eq. (29), It follows that 
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= (3 0)

and

= :-~ (31)

For clari ty , the following discussion is restricted to the simpler equations of incompres sible flow where
the Navier-Stokes equat ions are

~~~ 0 (32)

and

u
~~t 

+ [u i uj + o
~~

( P/ ) - u 1~~]~~ = 0 (33)

The methods of Ref. 6 are applied here in terms of Eq. (29). Consider the hypothetical trace of a velocity
s i gnal (e.g.,  from a hot wi re) in a turbulent flow (Fig. 1). The instantane ou~ velocity at tine t~ can
be represented in two ways. First , as show n in Fig. 1 (a),

u i
(t* ;t) = U

~
(t) + u~ (t* ;t) ( 3 4~

where t is constant in the integration of Eq. (29). If U1 (’) is defined so that

_______ t+T

u~(t) = 

~~~

‘ 

f tT  
- = 0

then

~~~t) = U
~

(t) (36)

Also ,

= U
~

( t )U
~

( t )  + ~f~i~(t)  (37 )

When Eqs. (32) and (33) are averaged according to Eq. (29) ,  and the instantaneous U~ 
is represented by

Eq. (34),

~~~ = 0 (38)

U
~~t 

+ (U 1U~ + 6
~~

(P/n) - vU
~ ~+ii~~

)
~ = 0 (39)

where both U
~ 

and u~ u~ are sufficiently smooth and cont inuous to be resolvable.

The manner of expressing ui( t*)  in Eq. (34) is such that the small—scale turbulence can have
opposite signs on either side of t* = t. Intuitively, th i s behav i or is incons i stent w ith the i dea tha t
turbulence is random , especially in its smallest scales . An alternat ive definition for the local velocity
that does not suffer from this is

u~(t*) = V i (t*) + v~(t*) (40)

(as shown in Fig. 1(b) ) .  The symbols V and v are used for the veloc i ty components to distinguish the
var iables in this type of averaging. If I is short compared to the period of the large-scale motions ,
the first term on the right in Eq. (40) can be expressed with the first two terms of a tine series :

u1 (t* ) = V~(t) + ~1 (t) 
. (t* - t) + v j’(t*) (41)

If V 1(t) and ~1( t ) are estab lish ed fr om the requ irement that

v~ ( t* )  = 0 ( 42)

app ly ing Eq. (29) to (40) shows that

i~
’
~( t ) = V~(t) (43)

A comparison of Eqs. (36) and (43) shows that the large—scale quantities in both expressions Eq. (34)
or (40 ) are Identi cal .  The moment of veloci t y becomes

uiu
~ 

= V
~

( t ) V
~

(t) + ~1 (t~~~(t) ~~ + ~1 (t)v~~
. (t * - t) + ~~~ 

. (t* ~~~~ + v~ v~ (44)

or

V 1 ( t ) V~ (t)  + ~i( t )v ~ (t* - t) + ~.(t )~TTTf T’~) + (45)



r ~~

-- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

A comparison between Eq. (37) ar~1 (44) reveals that the Reynolds s t resses are re lated as

(46)

Thus , the terms ident i f ied as s ma l l - sca le  Reynolds st resses in these equations depend to a large extent on
the actual ave raging or filtering process used . Only in the limit T -. 0 do the following Reynolds
stresses app ly:

( 4 7 )
i i  i i

However , this l imi t  is meaningful onl y when the time scales of the resolved turbulence and the small —sca le
turbulence are widely different. Although the large-scale quantities for the two averaging processes
described are identical in meaning, their computed values may dif fe r , depending on the modeling applied to
the individual subgrid term s , as in Eq. (46).

Subgrid Ave raging

For the computation of time-dependent , th ree-dimensiona l fields of turbulence , the small—scale eddy
filter ing is customarily performed over space rebated to the finite -difference mesh dimensions . Deardorff
(Ref. 7) ut ilized a running averaging over the computational grid volumes , analogous in three dimensions
to the one-dimensional time averaging cited earlier leading to Eqs. (35) and (36). Schumann (Ref . 8) con-
s i dered the Nav i er-Stokes equ a ti ons in co nse rvat ion for m , i nvolv in g vol um e and s urface integrals , and
demonstrated that space averaging should include both volume and surface averages . This sort of averaging
per mmm itted Schumann to consider noncubic mesh volumes in a most direct fashion. He was forced ultimately,
howeve r , to relate these different surface and volume averages to avoid proliferation of dependent
va riables to numbers exceeding the number of available equations . While the Deardorff and Schumann
methods are very valuable for solving practical problems , emphasis is placed here on the filtering -seth od
suggested by Leonard (Ref. 9) and developed by Kwak et al. (Ref. 10). This latter procedure is par-
ticularly suited to illuminate the interaction of the averaging or filtering process and the spectral
charac ter of the resolved eddies.

Leonard ave rag i ng beg i ns w i th repr esenting a tu rbule nt f ield var ia b le , again with Eq. (13), but w i t h
the mean or filtered quanti ty defined as a volume integral

f ( x )  
,J 

G( x - x ’)f(x ’)d x ’ (48)

He re x and x ’ are coord i na te vec to rs and dx ’ represents an ele ment of volume a bou t x ’ . The funct ion
C is the selected filter function , and its dependence on the position difference vector is most suited to
homogeneous flows . If f (x ) were constant , then f(x) = f(x ’) = C , and the f i l ter f unctio n C mu st
satisfy

= G (x — x )dx ’ = G ( - ; )d o (49)

For homogeneous f lows , the function G extends over all space. Fo r no nh omoge neous f lows , a d ir ect i onal
bias may be needed to define G. For the present , attent ion is focused on homogeneous flows .

If C is piecewise continuously differentiable and tends to zero as (x - x ’) - = and f is
bounded in value or f = 0, at the surface of a finite volume of integration , the n

(50)

and

(51)

as for a running time average , Eqs. (30) and (31). W hen

u1 = + u~ (52)

and the Nav ier-Stokes equations are averaged according to Eq. (48), t here resul ts

= 0 (53)

+ (i;;-~ ) ,~ = -(
~

),~ 
+ 

~~~~~

The nonlinear term expands to

u~u~ = + 
~~

‘

~

‘

~~~

‘ 
+ ~~~ + = 

~i~j 
+ (j i .iL - j iJi.) + ~~~ + ~~~ (55)

The term i’.u - represents the quadratu re of filtered quanti ties filtered again. In a tinme -dependent solu-
tion of the~e

3equatio ns, the second filtering operation can be performed at the previous time step sinc e 
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the intervals between tine steps are usually quite short. The other three terms in this member contain
subgrid quanti ties that m ust be modeled. Some modeling processes treat them as a group:

~~ 
= u~ji. + ~I.u + (56)

There is a striking similarity between Eqs. (55) and (56) and those result ing from time averaging in the
previous section.

The contr ibution of the filter function can be illustrated with a few examples . First , consider a
“ top—hat” filte r function defined as

1 ,G ( x - x ) — for I~~-~~ H < - - —ê
~A 

2

8 
(57 )

= 0 for 
~~~~~~~~~~~~~ 

� -
~~~

On app ly ing Eq. (48) wi th (57 ) ,  the mean ve loc ity becomes

~i
L) =

—J  u 1( +j)d~ (58)
A

wh ich is equivalent to a running volume average . The Fourier transform of Eq. (58) is

— ~ sin(k 
~A 12

~u
~

(k)  = 

~~ 
(ktxA/2) 

u
~
(k) (59)

To permi t Fourier transformation back to physical space , one must choose Ap, so that keAA ~ fliT (where m
is an integer) to avoid singularit ies .

A filter function utilized by the Stanford group (Ref . 10 ) for homogeneous flows is the Gaussian
f i lter :

G(x - 
~ ‘ )  ( ~1~~_)~ex~[ 

i(~~ -~~~ )2] (60 )

where -y is a constant set equa l to 6. With Eq. (60) ,  the f iltered velocity is

~~~~ (~~ii)
3

f 
+ 

u
~
(x ’)e

~~~~~ ~
2’
~A~ dx ’ (61 )

The Four ier t,-ansform s are related as

= ui(k)ex P( -i--- k2) (62)

A comparison of Eqs. (59)  and (62) shows that the spectral inten sity of the filtered velocity decreases
much more rapi dly for the Gaussian than for the “top-ha t” f i l ter , i.e., a n exponential squared term vs.
s i n ( kx ~/ 2 ) / (A p ,/ 2 ) .  Thus for given mesh dim ensions , the Gaussian filter velocity captures a smaller frac-
tion of the total turbulence momentum and kinetic energy of the turbulence.

A third type of f i l ter that has been used is

3 s in mm ( x - x )/A ACL — 
~ ‘ )  = 

~~m n(x ~ - x~ 
(63)

which y ie lds a sharp cutoff in wave number or k space.

Canon ical View of Filtering

The filtering methods of the Navier-Stokes equations described previousl y were identi fied wi th steady
state-fl ows (statistical turbulence theory), tine-dependent flows wi th runn ing time averages and tine-
dependent , volume-averaged flows (subgr id modeling). The first category incorporates all turbulence into
the Reyno lds stresses and the f i l tered veloci t ies are true mean values in a s ta t is t ica l  sense. The
f in ite-difference mesh spacings used for such computations are controlled by the spatial grad i en ts of the
mean f low f ie ld and are not related to the spectral character of the turbulence. When time-dependent
fie lds are to be considered , the prima ry factor in establishing the fi ltering time period or filtering
space dimens ion is the fraction of turbulence to be calculated expl ic i t ly  and that which Is to be con-
signed to the subgri d or subperiod Reynolds stresses . The spectral character of the turbulence plays an
important role in this decision. It was shown that the form of the equations resulting from ei ther run-
ning ti me averages or volume or grid averages is identical , alt hough the dependent variables formally are
based on different defin itions . When consideration is given to the spatial resolution required to be
consistent with the tine-filtered velocity or , conversely, the corresponding t ime interva l consistent with
a volume-filtered quantity , the difference between the running time or volume-filtered quantities becomes
rather indistinct. Thus, the two approaches have much in comon and the modeling experiences of one can
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be carr ied over to the other. In both approaches , the turbulenc e modeling becomes less important as the
scales of turbulence resolved by the com putations become smaller. Further , because turbulence tends
toward isotropy as scales diminish the subgr id model has the greater potential of being universal in
charac ter.

PiIDELING STATISTICAL TURBULENCE EQUATIONS IN BOUNDARY-LAYER FLOWS

Before the equations that describe steady-state statistical turbulence (e.g., Eqs. (19) and (20) or
(27) and (28))  can be solved for a specific flow field , it is necessary to provide some means of evaluat-
ing the moments of the unresolved velocity fluctuations (Reynolds stresses ) which they conta in. The
method used has a long history and a complete description is beyond the scope of this paper. References lb
through 14 provide an excellent review of the subject. A brief description to place the current methods
in the proper context follows . For illustrative purposes , it is best to sta rt with the simpler constant
property flows .

Constant Fluid Properties

The ear l iest models of the Reynolds stresses in a boundary-layer or channel f low were developed by
Prandtl in 1925. The Reynolds shear stress was expressed wi th  a Boussinesq eddy diffusivity :

= p c ~
-
~

- (65)

and , as noted from the dimensions of ~ , the eddy diffusivity could be expressed in terms of the proper-
ti es of the turbulence , such as the velocity scale or intensity of the turbulence and measures of the
scale of the eddies , thei r length , period , or frequency . Thus

c ~ velocit y scale length scale

(velocity scale)2 /frequency (66)

m (velocity scale)2 = period

Algeb raic Models

Prandtl represented the velocity scale by

velocity scale =

where is a characteristic length . He represented the length scale with ~, anot her c ha racter is t i c
le ngt h . The eddy d i f fus iv i ty  beca me -

= 

~~~ 
( 67)

where 
~m was ca lled the “mixing length. ” At short distances away from the surface , it was found

emp ir i cal ly that

= sy (68)

where e is the von Kârmâ n constant (~c = 0 .4 ) .  Very near the surface , the viscos ity of the fluid “damps ”
the length scale so that ai~f2y = 0 at the surf ace. There are many expressions to account for the
damping , the most popular being that suggested by van Driest:

I 1y ~~~7~)1l
- eX P L_ -~A’~ j J  

( 69)

The damp i ng factor A+ equals 26 on a flat plate , but it is sensitive to pressure gradients and surface
mass transfer (Ref. 11).

A bout 1/4 of the boundary—layer thickness away f rom the wal l , the mixing length begins to fall below
the val ue represented by Eq. (68). Beyond y/5s � 0.25, the mixing length can be represented by

= 0.09 x a (70)

as suggested by Escudier (Ref. 15). An alternative direct expression for the eddy diffusiv ity in the
outer part of a boundary layer i s

O.Ol6Bu ea* (71)

as suggested by Clauser (Ref. 16). Here the constant contains the relationship of the local velocity
scale relat i ve to ue and the local length scale relative to ,Y’. Sometimes Eqs. (70) and (71) are modi-
fied to account for the phys ical fact that the turbulence in the outer part of the boundary la yer is
intermi ttent. Th is group of equations , Eqs. (65) through (71), has been the basis of many successful tur-
bulent boundary—layer or channel-flow des ign computations and should continue to be successful for those
flow fields and boundary conditions where the turbulence can remain reasonabl y in equilibrium with the
mean motion (see Refs . 11 and 12).
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One- Equation Models

There are many flow fields where the mean flow changes so rapidly that the turbulence cannot remain
in equilibrium with the mean motion; this must be accounted for by modeling the turbulence with differen-
tial equations . Ea rl y research in this modeling process accounted for the nonequ ilibrium by expressing
the velocity scale as the square root of the turbulence kinetic energy per unit mass. The kinetic energy
of turb ulence was defined by a partial differential equation from moments of the Navier-Stokes equations:

u~NS ( u 1 ) + u t NS( u
3

) = 0 (72)

where NS represents the Nav ier-Stokes equation operator (e.g., Eq. (6)). When Eq. (72) is averaged
according to Eq. (8), cont racted , and mean quantities subtracted , the follow i ng kinetic energy of turbu-
lence results

+ ~~~~~ = uTi
~,~ 

- [u, (p
’ + 

~‘ u~ju~)] + — ~~~~~~~ (73)

when , for simplic ity , the fluid properties are considered constant. The first term on the right is iden-
t ified wi th  the production of turbulence , the second w i th  the dif fusion of turbulence by the turbulence ,
the third w ith the diffusion of turbulence by molecular processes , and , f i nall y the fourth with the dis-
sipation of the turbulence . Since the goal of the computation is to evaluate cu~uj~ the first term con-
tains no new quantities to the problem and can stand as is. The second term contains third-order and
pressure-fluctuatio n terms that do not appear in the conservation equations for the mean motion and are
new to the problem. To avoid a proliferation of unknowns , these terms are “modeled” in terms of the mean
motion and quant ities such as an eddy diffusivity . The third terms , exp ressible in the dependent variable
of interest k , is treated directly. The fourth term depends on the gradients of turbulence fluctuations
and therefore is produced largely by small—scale eddies. Again , this is a new unknown and must be modeled
to “close ” the equation at the level of the turb ulence kinetic energy equation. Since k invol ves second-
order corre lations of velocity f luctuations , th is is an example of “second-order closure. ”

An example of a one-equation closure model restricted to a boundary layer is the method of Gl ushko
(Ref. 17).  Glushko models the turbulence kinetic energy equation , Eq. (73 ) ,  for a boundary layer as

+ (pji.~~) i = pc ( r )u 2
2 + + pc (Xr ) J~ 2} 2 

- + pc (A rfl c (7 4)

where the terms on the right represent the production , di ffusio n , and d i ss i pat i on of turbule nce kinet i c
energy , respectivel y. The production term is a direct eddy diffusivity representation of the term in
Eq. (73) .  The turbulent diffusion of kinetic energy and pressure fluctuations are grouped as an eddy
d iffusivity controlled gradient diffusion process. The term x acts as a Prandt l number representing the
ratio of the turbulent diffusion of mean momentum to that of turbulence kinetic energy. The dissipation
term is modeled to apply both near the surface and in the full y turbulent port ions of the boundary layer ,
i.e., the u and ~~ terms , respectivel y. Mthough dissipation is a mechanism that occurs at the smallest
scales of the turbulence , the d i ss i pat i on length scale , L , has been show n from the theory of isotropic
turbule nce (Ref. 18) to be much greater than the Kolmogorov scale and of the sane order as the mixing
length , tm’ when the dissi pation is expressed in terms of the kinetic energy over all eddy dimensions.
Specificall y, the quantities in Eq. (74) were represented by Glushko as

= H(r)ar (75)

where the turbulence Reynolds number

(76)

and H(r) is expressed empirically as -

r/r 0 , 0 ~ r/ r~ < 0.75

H ( r )  = r/r0 — (r /r0 — 0.75)2 , 0.75 s r/r0 < 1.25 (77)

1.25 ~ r/r0 <

The length scale is g iven by an empirical expression based on data of the correlation le ngth in the y
direction obtained in a flat—plate boundary layer:

0 x , / c  < 0.23

= (x~/a + 0. 37)1 2 . 6 1  , 0.23 ~ x2/0 < 0.57 (78)

(1.48 - x 2 / a ) /2 .5 2  , 0.57 ~ yR 1.48

The empirical constants suggested by Glushko are

a = 0.2
r0 = 110 (79)
C = 3.93

= 0.4 
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A cr~~~cal exami nation of the Gi i m shko mod& was made in Ref. i9~~~~ ompa~~ng compu:d resu1t~ w~~~~~~~~i
mental data for an incompressible turbule nt boundary layer on a flat plate and on a surface subjec ted
i niti ally to a large adverse p ress ure gradien t fo l lowed by a consta n t pr ess ur e reg ion . A comi -a risun um ’
the resul ts obtained from the Glushko mOdel with the Coles “law of the wa il ’ (P~- t  . 20) is ‘ m ’ ~~’ in Fig. 2 .
The Coles co rrelation is known to f i t  an extens ive co l lec t ion of constant property f l a t - p late t”~~’~~,r~-layer data . In the inner part of the boundary layer , a u~/~ 20 , the Glushko model y ields e ,ce iler r
results. In the reg ion where the Coles law is logan th rcic , the Glushk o model under - I r - e l i c  t’. t’ r- in ca ’
velocity slightl y. In the outer part of the boundary layer , the Glu shko rmiodel continues to unde’-p r e d ic t
the l ocal velocity as shown by the comim par i son with Clauser ’ s velocity defec t correlation iPr- f , i f ) ‘‘ - + ‘

in Fig. 3. Despite these differences in the velocity profiles , the G iuc r i~ model y iel ded e~~e lI€ - r , ’ i -

dictions of the local skin friction and shape factor , -
~~I ’ , on a tl a t plate at Reynolds ro~’ hi-rs ((,r r y ’ .~ “ 1-

ing to positions downstream of the end of transit ion. Bec~with and Bushnell (Ref . 19) i m v e ~ti q~i to - : r
consequence of modify ing the function H(r), Eqs. (77), the length scale , Eqs. (78), U i -  con sta ’it L
the dissipation term , and the diffusion rate. They found that setting H~r) ‘- at ~‘ 

- - -~.5 and
increasing the diffusion by a factor of 3 sl i ghtl y improved the velocity - r c f iie re l ic ti ons in :‘e ‘~ ,t, r

part of the boundary layer , but had very little effect on the predicted s~ in f r - i c t i o r l  and on ~J -

Beckwi th and Bushnell next applied the Glush ko moael to a calculation of the boundary layer or a sur-
face with an adverse pressure gradient followed by a constant pressure at condi t ions corresponding to a
particular test from the data of Goldberg ~Ref. 21). These data were chosen as a particul a r l y sever e test
of the Glushko model because the adverse pressure gradient was sufficientl y s t rong  to drive the bounda r- ,
layer toward separation. The computations were initiated at the upstrea m measure- len t st ,t~ on wher e the
data for the mean velocity and turbulent netic energy profiles were used as initial values o’ te€ - cor’eu-
tations . Figure 4 shows the distribution of the velocity at the boundary-layer edge wi t~ d i s t~ ’- - ’ alo ng
the test surface. The two curves represent two ways of interpreti n g the data , and th eir difference is
indicative of the uncertainty in the velocity . Although the differences are quite s m all on the figur e , it
is the derivatives of the curves that enter the calculations and differences in t h e- that affec t )~e com-putatio ns of the skin friction and form factor significantly. Figure 5 shows the tji n— f ric tion c r-f’-
cient along the test surface conmputed by Beckwith and Bushnel l with the original Glushko mode~ and so~emodifications compared with Goldberg ’s data . The data are gm ~ en in a crosshatched band that re:cresents
the scatter of different types of measurements and interpretations: a sublayer fer -ci- , a F, es t o r tut i- ,
veloci ty profiles and a Clauser plot , and veloc ty profiles and the Lud w ieg-T il lman f o r -m u la. ‘e original
Glushko model wi th enhanced diffusion and H(r) = 1 at y/’ 0.5 fits the data well at t he ur c t - e u -
and downstream ends of the test zone with either velocity distribution. The s i n  fricti on , ~ioweve r , does
not d rop as much as the data in the range 0.4 < x 0.5 m. When the models are adjusted to f c - ll o w the
la rge drop in Cf by increasing the constant of the dissipation tern- or lowering the value o the - a , inu n -
leng th scale in Eq. (78), the dow nstream va lue o f Cf is missed . Since the data are most reliable there ,
the value of the mod ifications is questionable. Figure 6, showing the form factor ~*/~ , lea ds Ic’ s i =il ar
observations and concl usions . In either case , the Glushko model permi ts a reasonabl y accurate orediction
of the general behavior of the rather severe test. Possibl y, this results from the abilit y of the model
to predict the profile of the turbulent kinetic enercj quite well (as shr’wn in Fig. 7). The nmodi~~ica t ~ or- s
tried by Beckwith and Bushnell suggest a small improvement; however , the error in the data is probab ’y
larger than the differences between the va ri o us ve rs ions of th e model , and ever- the original G lu sb ko ver-
sion y ields rather good results .

Two-Equat ion Models

The one—equat ion models described previously use an algebraic length scale that Implies an equil ib-
rium between the local scale of turbulence and the mean flow. For rapidl y chang ing mean flows , this
assumption can be restrictive and is relaxed by models that express some function of the turbulence scale
with a partial differential equation in addition to the one for the turbulence kinetic energy. The scale
funct ion and the turbulent kinetic energy are then comb i ned to express the eddy diffus ivity . Although
there are many two-equation , second—order closu re models, their general character can be described by
examining four representative models , those of Jones and Launder (Ref. 22), Nq and Spaldin g (Ref. 23),
Saffman and Wilcox (Ref. 24), an d Wi l cox and Traci (Ref. 25). These models are represented by the follow-
ing for only the hi gh turbulent Reynolds number portions of a boundary layer as this rest r ic t ion was
inherent in the form of the models presented by their ori ginators .

Jones-Launder dissipation-function model :

= 
~

(
~~ 1 ,2~ 

- E + (
~ 

E,2) (80)

= c 1c(~ )2 ~ — c2 
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s_ 
E )  (81)

where

= c~
V2/E (82)

with the constants

c 1 = 1.55 , c. = 2 , c = 0.09 k — 1 , 
~
r
E 

= 1.3 (83)

Ng-Spalding length—scale model :

= c(U~ )2 - c 0 ~ L~.+(S. 
~~2) 

(84)
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where

= k - / d y ( 6 )

with the constants

c D = 0.09 , c~ = 0.98 , cm = 0.0 59 . c w 702 , °k = 1 (87)

Sa f f m a n - W i l c o x  dissipation-rate model:

= ~~~~ - ~ + 

~~ 
- ) (88)

= 
- 

~~2 - ~~ + Ioc (u 2) 
- 

1 2 (89)

where

= k/. (90)

1* = , ~ = 0.09 = 0 =

(91 )

W i lcox—Traci  d issipat ion-rate model :

PJi~ = - c * , i~ + (0 *~~~~j 2 ( 92)

= )~~2 — + 2o
[(
~.~~2)2]}3 

+ [ac(u 2) 2~~ 2

where , aga i n , Eq. (90) applies and

= ~~~ . = 0.09 , o = = 0.5 , B = 0.15 , —~ = (94)

Note that all of the above models use a kinetic-energy equation that contains production , diss ipation ,
and gradient diffusion terms as does Eq. (74). Jones-Launder and Ng-Spa lding do not model the production
ter m , other than employ ing an eddy dif fusivity in the first term of Eqs. (80) and (84). The Saffman-
W ilcox and Wilco x-Traci models , howeve r, model the production term in terms of the interaction of kinetic
energy and mean strain. Chanters and Wilcox (Ref. 26) showed that these four models can be expressed in a
commio n form; when this is done , i t becomes evident that the terms in the four models representing the
dissipation of kinetic energy are essentiall y equal. The models all use gradie nt diffusion , but those
assoc iated with Wilcox use half the diffusion rates of turbulence kinetic energy used by the others.

The scale equations of the four models conta in dependent variables that are either expressed directl y
as a length (Ng-Spalding) or are quantities that i nvolve spatial grad ients in the dissipation function
(Jones-Launder) or in the diss ipation rate (Saffman—Wilcox or Wilcox-Traci). The first quantity can be
expressed exactly with an extremel y complex two-point correlation completel y new to the system of equa-
tions . Similarly, when the second quantity is expressed exactly, many new second- and third-order sing le-
point correlat ions of velocity gradients are introduced . The exact character of the equations cannot be
retained , and the correlations must be modeled with approximations guided largely by dimensional arguments
and analogy , term by term with the kinetic energy equation. The models identified with Saffman-Wilco x and
Wilcox-Traci were modeled intuitively from the start , without reference to an exact equation. The similar-
ity of the form of the different scale equations permi ts their comparison in a comori form (Ref . 26).
From this , it is noted tha t the models are essentially different in their “dissi pation ” terms . The W i lcox
models , aga i n , use smaller rates of gradient diffus ion. The various scale variables can be interrelated
a s fo l lows:

E = c
~

Ew = ~~1/ 2/ ,~ (95)

in the above equations the absence of terms associated with molecular viscosity , e.g., those terms
emphas i zed in Ref. 27 , does not permit integration to the surface in finite-difference , bounda ry-layer
codes . The inner boundary condit ions for the turbulence variables as well as the mean flow must therefore
be appl i ed by fitting the computations to asymptotic relationship s known to apply in the full y turbule n t
flow near a surface. These are the “law of the wall” for the mean veloc ity:

lim -
~~

- -~ 
~~~~ 

= log ~~~ + B

and , for the turbulence quanti t ies , 
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~
ent models ar e identical and , universally, the l i c iting eddy diffusiv ity is

lim x 2 / i -‘ 0: = ‘ x ci . (97)

In the n , c r - r ca l work that led to the examples c i te d here , these inner boundary conditions were applied at
v alues of y~ ‘u /v less than 20. The conditions at the edge c -f the boundary laye r were set as
r o ll ows :

= ue

= 0.015 u1
2 / ~ (98)

= 0.09 _

~~~~~

‘

The kinet ic energy relationship above was found in the vfll cox rrm ode ls to y ield velocity defects consistent
wi th C la u se r ’ s co rrelation (as shown in Fig. 3). Values smaller than k * 

- 
0.015 made little differ-

ence on the cor relat i o n , but the value given in Eq. (98) was easier to handle numerically. The expression
for the length scale is equivalent to the Escudier model (Ref. 15), where the mixing length 

~m 
is given

by 
~m’° 

= 0.09.

The computations made with these equations , and the mean-flow equations (9) and (10), are based o n a
version of the now standard marching techniques utilized for the parabolic boundary -layer equations . Since
the equations are applicable onl y to fully turbulent equations , i t is necessar y to initiate computations
at a station where the bounda ry layer is full y turbulent. The initial profiles of mean velocity , k , -

E , and c , are based on data when comparisons are made with erre r - e t l  results . For predictions , it has
been found useful to start computations on the assumption that the i nitial station is on a flat plate
whe re

- = log * B + ~~~ sin : (
~ 
‘1) (99)

the Coles “law of the wall” and ‘law of the wake ” combined. The kinetic energy of turbulence can be
approximated by

= ~ cos2 (~ 
~
-) (100)

and the length scale, ~~, can be represented by the Escud ier model as

= K.~~ x 2 , 0.09 / 
(101)

= 0.09 4~- , x2 ~ 0.09 8f~

The results of computations based on the four model s exp la ined above are compared here with experi-
mental data on flat p lates (Refs . 28 and 29), on a surface experiencing a n adverse pressure grad i ent
(Ref. 30), and a favorable pressure gradient (Ref. 31).

Figure 8 compares the computations with data obtained on flat plates. The Jones-Launder (JL),
Ng-Spabding (NS), and Wilcox-Traci (WT) model s reproduce extremely well the Karman-Schoenherr skin-friction
co rrelation equation downstream of the initial station. The Saffman -Wi lcox model graduall y r ises above
the other relationsh ip s , but stays within 10% of the standard formula. On a law-of-the-wall plot corre-
spond ing to the downstream station farthest from the initial station , a similar ordering of prediction
occurs for the d ifferent models. The differences between the models become more evident in the velocit y
profiles when plotted as in FIg. 8(c). The Wilcox-Traci model does slightly better here than the other
models. The difference between the models , other than SW , is very slight in terms of the shape-factor
distr ibution (Fig. 8(d)). Finally, Figs . 8(e) and (f) show how well the models represent the dependent
va riables of the modeling equations at the farthest downstream station. Figure 8(e) shows the profile of
the kinetic energy. Two symbols are used to represent Klebanoff’ s data (Ref. 29); the crosses a re the
kinet ic energy as measured , whereas the filled circles are 9/4T~~T. W ilcox has argued that the quantity

in Eqs. (80), (84), (88), and (92) should be ident ified with u~ because it is this component of the
Reynolds stress tensor that primarily produces the m ixing in the shear stress and should represent the
velocity scale of the eddy diffusivities . This view only changes the interpretation of the data within

< 0.2 , but does not alter the conclusions from the comparison of different models. The WT model seems
to perform slightl y better than the others . Figure 8(f) reveals the reasons the SW model yielded higher
skin friction than the others. It overshoots the length-scale data by almost a factor of 2. The NS and
JL models perform best in pred icting the length scale. 



Figure 9 shows the ability of the models to compute data obtained on a surface of constant pressure
followed by an adverse pressure gradient. The open and closed syntols represent different Interpretations
of the data and suggest Its poss ible i naccuracies. The WT and NS do best in computing skin- friction dis-
tribution and downstream velocity profiles (Figs . 9(a)-(d)). For the modeling dependent variables , there
is little to choose beb~een the models In terms of the effective kinetic energy, but again the SW model
has difficulties with the length scale (as indicated in Fig. 9(f)). In Fig. 10 , the computations are com-
pared with the data obtained in a favorable pressure gradient by Ludwieg and Til lma n , again interpreted In
two ways (Refs. 28 and 31). When the possible error range of these data is considered , all the models do
well In computing the results , based onl y on mean-flow measurements .

Full Reynolds Stress Ikdelin.~

Aerodynamic flow fields characterized by asymetnies , three-dimensiona l features , boundary-la yer
separation , and/or extremely rapi d changes in the mean flow cannot be represented with a scalar eddy dif-
fusivity wi thout the introduction of additiona l approxinm~tions. To avoid these approximations and to
utilize a system of modeling equations that, in principle , may have universal application to a variety of
flow f i elds , much attention has been given to modeling the components of the Reynolds stress tensor
di rectl y. Rotta s pioneering effort in the area (Refs. 2 and 3) contained many of the basic elements of
the current models that have been developed in research centers in various parts of the world. Emphasis
is placed here on the invariant tensor modeling originated by Donaldson (Ref. 32) and further developed at
the Aeronaut ical Research Associates at Princeton (ARAP ) for atmospheric and aerodynamic flow fields
(Refs. 33-35). This emphasis does not imply that this particular model is the most complete avai lable,
but it has been extended to comprecsibi~ flows , a topic of particular interest to this author . It con-
tains another feature in Its boundary-layer version , i.e., terms that permi t accounting for low-turbulence
Reynolds numbers and thereby allow ing computations to be extended to the surface. The need to f i t to the
law of the wall , as in the two-equation models cited earlier , is eli minated. This is particularly impor-
tant near points of boundary -layer separation. The model in the form presented here , howeve r , is
restricted , even wit h its generality in treating the Reynolds stress tensor , to an algebraic length scale ,
as was the Glushko one-equat ion model discussed previously. I t differs basically from the Glushko model ,
then, in that the elements of the kinetic energy are resolved and the local shear stress is computed
directly without invoking an eddy diffusiv ity .

The basic equations of the invariant second-order closure of Donaldson and his colleagues are pre-
sented in Refs. 32 through 35. Reference 35 makes a careful comparison of computations with the Donaldson
model and experimental data in a variety of i ncompressible aerodynamics flow fields. For brevity , onl y
attached-boundary—layer flows are considered here . Before presenting some details of the model , it is
necessary to define the term ‘Invariant ’ used in connection with this model . It takes on the double
meaning that (1) the modeled terms exhibit the same tensor symetry and dimens lonality as the terms
they replace and (2) the goal that constants in the model need not be varied from flow to flow. Currentl y,
the latter goal relative to the scale equation of turbulence is being pursued along l ines given in
Refs . 3, 36, and 37.

In Cartesian coordinates , the boundary-la yer equations for the elements of the Reynolds stress tensor
are:
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defined by the Escudie n riodel . Eq. (101 ). The mim ode l ing Constants used in the exam ples that fo l low are

Cd (diffusion of third-order correlation ) = 0.1

Cpv i (diffusion of pressure-velocity corr - t -l atior m s affected by mriean velocity gradient) r 0

Cpv, (diffus ion of pressure-velocity correlation) = 0.1

Cpg 1 (pressure-veloc ity gradien t correlation mean velocity gradient contribution) = 0

Cr97 (pressure—velocity gradient correlations) = 0.5

a (dissipation constant near wall) = 3 . 25

b (diss ipation constant , high turbulent Reynolds nunmber) = 0.125

The model ing equations are given in detail above so that physical phenomena contributing to the creation
and des truction of individual Reynolds stresses can be described and their inter action demonstrated . The
first terms on the right in each equation represents the production of the individual Reynolds stress. Note
that the interaction of the shear stress and the sean strain contributes to the product ion of ci , whereas
the other normal stresses are not produced directl y. Equation (105) shows that the shear stress is~~ro:
duce~~~~ interaction i1~ and mean velocity strain. The diffusion mechanisms for the components u~ , uand u 1 u - , are each different. If Eqs. (102) to (104) were summed to yield the kinetic enerqy in the ’le ft
members; the different coefficients in the diffusion terms would indicate the diffusion of a quantity
diffe rent from the kinetic energy since the individual normal stresses would be weighted unequall y. Thus
this model does not collapse to the two-equation models wherever turbulent diffusion is Important. The
terms resulting from pressure velocity gradient correlations , Rotta ’ s ‘tende ncy toward isotropy, ” conta in-
i ng the model i ng coeff i c i ents C0~~ and C~02 in Eqs. (102) through (104), sum to zero as required in
incompressible flow. Althoug h the Cpg m terms are not included in the numerical examp le here , the equa-
tions show that the interaction of shear with the mean velocity strain removes energy from u -  and dis-
tr ibutes it equally to ~‘“~ and ii~ . In the normal st ress equations , the Cpg~ terms remove energy from
those components greater than the average energy of the normal stresses . The pressure-velocity gradient
correlations tend to deplete the Reynolds shear stress. The dissipation terms used have both high and low
Reynolds number contributions, as i n Glushko ’ s Eq. (74). Finally, note that , except for the diffusion
terms , the equations for u and u ’y are i dentical.

When this model is used to evaluate the characteristics of a boundary layer , the low Reynolds number
terms it contains permi t initiati n g the computations with a laminar boundary at an upstream station.
Trans i tion to turbule nce can be in i t iated by introducing a “ spo t ’ of turbulence within the profile at the
initial station. It is not believed that this transition corresponds to the physical transition , as the
modeling coefficients were established from fully turbulent flow data , buL it provides a Convenient w a -v to
start the calculations. On a flat plate , the ARAP model yields skin friction that starts with the Blasius
la minar boundary-layer solution , passes through a form of transition , and then follows the Karmnan-
Schoenherr corre lat ion equation. At stations with turbulent flow , a law-of—the- wall plot agrees with --can
velocity profile data , bit this should be expec ted since this fit was used to establish the value of the
--ode linq cunstant a. In particular , the results of computations co rrespo ndi ng to the data ob ta i ned by
Kle barmoff (Ref. 29) are shown in Figs. 11 through 13. The computations were adjusted so that the calcu-
late d ro -.entu’i thickness agreed w ith the measured value at the test station. As shown in Fi g. 11 , the
computations of the mean velocity pro le agree very well with the data. The shear stress profile
(Fig. 12) is also well represented by computations that use the ARAP turbulence model , the calcula ted
values being within 4T of the measurements near the wall. Figure 13 compares calculated and measured
no rmal stresses . Again , the model evaluates the normal stress u~ quite well over most of the profile.
T he model exceeds the data somew hat nea r the wal l , but th is is the region where a ut measurement is
least accurate. The normal stresses u ( and u (, however , are unde rpr ed i cted si gn i f i cantl y. In fact , the
modeled value of u~ is the same as u , except f-a r y/h~~~ > 0.7. This observation is consistent with
expectat ions resulting from the relative sameness of Eqs. (103) and (104), even i f the modeling constant
C091 is not set equal to zero. The accurate prediction of u~ and the strong dependence of the shear
stress on this quant ity possibly explain why good shear stress predictions result even though the kinetic
energy is being missed. The inability of the model to predict each of the Reynolds stresses with equal
accuracy brings into question whether the generalit y of the model can be utilized to its fullest at this
t ime. Another full Reynolds stress model (Ref. 38) shows better agreement with these data ; however , this
model was not integrated to the surface and the input boundar y conditions based on the data may have forced
the ag reement elsewhere. These models , while possessing cons iderable potential , require further
development.

Compressible Flu id Flow

When consideration is given to compressible fluid flow , it is necessary to supplement the continuity
and momentum equations with an energy transport equation that contains temperature or enthalpy as its
dependent variable and an equa tion of state. When the energy equation is filtered , as , for example , w i th
mass—we ighted averages , the steady-state equations (27) and (28) are supp lemented by
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to the leading terms. Here the transoort of heat and the stresses introluced by molecul ar - processes are
represented by clj and ~~~ 

respectively. The new turbulence quantity introduced is pu3h” ; the turbu l ent
heat flux , which represents primarily the correlati on of velocity and static enthalpy fluctuations as the
dens i ty fluctuations, also present, are of higher order. Consistent with the eddy diffusivity hypothesis ,
the turbulent heat flux can be written:

= ~~~ 
~~ 

(109)

where a new parameter , the turbulent Prandtl number Prt, is introduced to relate the transport of energy
wi th momentum. For models that employ full Reynolds stress , pu ’m h” are represented as the dependent
variables in sepa rate partial differential equations. The Pr an~tl number is replaced by the modeling con-
stants of these equations.

Algebraic Models

The algebraic models of turbulence are extended to compressible flows by the simple hypothesis that
the local eddy diffus ivity is i ndependent of the local density and is sensitive to density variations only
throug h their overall effect of the local strain and on the overall boundary-layer thickness. The length
scales , Eqs. (68) through (70), are retained unchanged except for the use of surface or local properties
in the van Driest damping function. In keeping with this hypothesis , the f* used in Eq. (71) neglects
density variations (Ref. 11). Thus , the predominant effect of the local density on the turbulent shear
stresses ~i~ii’f is in their proportionality to the density , with the correlation of the velocit y fluctua-
tions being relatively insensitive to local density levels. This simple hypothesis has proven to be very
accurate for boundary layers on surfaces where changes occur quite gradually.

To date , most of the aerodynamic phenomena involving compressible flows , e.g., skin friction , aero-
dynamic heating, transpiration cooling, and/or ablation mechanisms , have been evaluated on the basis of
th is simple hypothesis and the algebraic models cited earlier (Ref. 11). Also , a large body of exper imen-
tal data exists to support the accuracy of these methods . The presence of shock waves or compression
zones in compressible flows provides a strong mechanism for driving a turbulent boundary l ayer out of
equilibrium , and the need arises to utilize differential equations in defining the turbulence (see
Ref. 39).

One—Equation Model

The Glushko kinetic-energy-equation model of turbulence , described earlier for incompressible fluids ,
has been extended in Ref. 40 to account for compressibility and separated flow . The incompres sible flow
length scale expressions , Eqs. (78), were retained as is , in keeping with the experience with mixing
length behavior cited previously. It is emphasized that retaining Eqs. (78) for separated flows as well
as boundary layers imposes the restriction that the region of separation must be relatively narrow com-
pared to the upstream boundary-layer thickness . The effects of compressibility were introduced in the
local Reynolds number of turbulence , r, by using local properties in Eq. (76) and evaluating the kir,etic
energy of turbulence , now defi ned as a mass-we ighted average:

w
(110)

from a differential equation appropriate to compressible flow. The mass-weighted average kinetic-energy
equation for compressible flow is given here only in its boundary-layer form so that a direct comparison
can be made with Eq. (74):
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A comparison of Eqs. (Ill) and (74) indicates that compressib ility, other than introducing loca l mean
fluid properties , i~ and ~~, in all the terms adds two terms on the right in Eq. (111). It is shown in
Ref. 40, however , that these terms can be expected to be negligibly small , except at hypersonic speeds.
Thus, mass weighting itself appears to account for much of the effect of compressibility on turbulence.

An example of the use of the one—equation model to calculate the behavior of a sharply disturbed tur-
bulent bou ndary layer is given in Ref. 41 , where computations were compared with the data from a carefully
documented experiment (Ref. 42). Figure 14 is a sketch of the experimental configuration . A normal shock
wave was generated with a blockage device inside a cyl indrical test section to create an interaction with
the turbulent bound?ry layer on the wall. The Mach number upstream of the shock , M ,50 

= 1 .44, was

achieved by expanding air through a slightly supersonic nozzle. The shock wave could be moved along the
test section by adjusting the blockage caused by the shock generator. This permitted the surface pres-
sure, skin friction , and the local flow direction under the separation bubble to be mapped with fixed sur-
face gages (Ref. 43). Local mean flow and turbulence were also measured within the boundary layer and
separated regions. For the experimental conditions shown in the figure , the sepa ration bubble was negli-
gibly narrow compared to upstream boundary-layer th ickness , which allowed use of the Glushko length scale
expressions , Eq. (78). The resul ts of the computation are shown in Fig. 15. The solid line labeled
“0—equation basel i ne’ corresponds to the algebraic turbulence model described earlier. The dot-dashed
l ine is the Glushko model as defi ned here. The dashed line represents the Glushko model , but with the
modeling constants (79) mod ified to ~ = 0.22 , r0 = 120 , and C = 4.69.  The fi gure show s that all three
models yield excellent representations of the surface—pressure distribution . In terms of the skin fric-
tion , all the models do wel l upstream of the interaction. The al gebra ic model follows the data best at the
onset of the pos itive pressure gradient , although downstream of separation and reattachment it misses the
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data bad ly. The var iants  of the G lushko model lag the data at the onset of the pres- ci re rise , but fit the
data quite well in the downstream region. The turbulence and mean flow appear to be significantly out of
equ il ibriumrm for this flow condition and , yet , the one-equation rrmodel w ith  a l te ra t ions  or onl y mminor
a l te ra t ions  of mode ling cons tants based on f la t  p la te , incom impressible boundary-layer flow appears to cap-
ture the essentials of this flow.

Two-Eq uation Models

Wilcox and Traci (Ref. 25) extended their two-equation model to com pressible flow by utilizing mass-
wei ghted dependent variables. The nmodel contains m imolecular viscous term s that allow it to be integrated
over the entire boundary layer.

To supplenme nt th e trans port equat i ons of mass , momentum , and energy, Wilcox and Traci used the modi-
f i ed k irm e t i c  energy equat i on :

= ~u , k - *wk + [(~ + ~ - )k 2] 
- ~* k u 1 1  (112)

Turbulent dissipation rate for compressible flow is

= -
~
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(113)

For these equations , the modeling coefficients are

= - 
~~~~ 

exP (-2Re~)] ‘ ~~~~ 
=

= 0.09 , o = = , = 0.15 (114)
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where

Re T = (115)

(11 6)

and the eddy d i f fus ivity is

- -4’ (117)

The resemblance between these equations and Eqs. (92) through (95) is striking. This is further emphasized
when it is found from comparisons with experimental data on flat plates that a reasonable choice ~or n jr
Eq. (113) is n = 0, and from arguments similar to those used for neglecting the term that contains it ;
Eq. (111 ) the ternm in Eq. (112) that contains - *  can also be neglected . Thus all new terms that contain
the effects of compressibility or density fluctuations are eliminated . The model is sensitive onl y to the

value of mean dens i ty ~~~. Note t hat th e ef fec t of t u rbulence Reynol d s number on the model i ng coe ffi c i ent s
~, and has been introduced as the Wilcox-Traci model evolved The boundary conditions to the transpo rt
equations and the turbulence modeling equations are

= 0 u~. = v
~ 

T = T

lwor — - - - i = -Pr L C .  

(118)
where mo lecular Prandtl number and C~ v specific heat at constant pressure

- 
p u~

2
~~~~~~~~~ w~~~ -~~-~— - S~

Here SR is a surface roughness pa rameter. For smooth surfaces , Sg > 300 is required in the numerical
calc ulations . The out’-r boundary conditions are

Ue T Te
at y = (119)

k fUe
2 9. = 0.09~[~~ ~h

Fu ll Reynolds Stress Modeling

The ARAP models have been extended to compressible flow (Refs . 33 and 34) through the use of averaged
primitive variables (see Eqs . (13)-(20)). In this approach , the turbulence modeling cons i de rs t he e ffec ts
of dens ity f luctuations in an explicit manner through additional modeling equations for the correlation of
the ve loc i ty-densi ty  f l uc tua t i ons .  For boundary-layer f lows , the turbulence modeling is expressed through
four Reynolds stress equations as for incompressible flows (e.g., Eqs. (l02)- (l05)), but these are supple-
mented by a heat flux equation , an enthalpy fluctuation intensity equation , and two density-velocity

~
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correl~ tion equations. These equations are much to complex to present here in detail. In the computa-
tional €~amples that follow , the model ing constants and modelin g assumptions used were as given in the
appendix of Ref. 43. As with the incompressible version of the model , the modeling equations contain
molecular viscous terms that permit integration of the equations directly to the surface where the inner
boundary conditions , equivalent to Eq. (118), can be applied. At the surface , all turbulent correlations
are equated to zero. At the outer ed ge of the bounda ry laye r, just as in Eq. (119), the turbulence corre-
lations in the model can be assigned nonzero values to account for free-stream turbulence .

Comparison of Computations with Exper imenta l 8ounda~yj~~~~jJata

The results of boundary—layer computations based on the Wi lcox-Traci and ARA P models , with the spe-
cific modeling coefficients described in Ref. 43, are now presented . For comparison , boundary-layer corn-
pu tations based on an algebraically defined mixing length model (as described earlier) are also included .
These mixing length computations were made with the boundary -layer program originally developed by Marvin
and Sheaffer (Ref. 44) and later modified by them to account for turbulent flow .

To test the abilities of the various turbulence models to predict the effects of compressibility in
the absence of pressure gradients , the results of the computations for a flat-plate boundary la yer are
compared with results based on the van Driest II transformation , a techn ique that has been demonstrated to
conform to experimenta l data on flat plates to about ±10% for all but very cold surface temperatures
(Ref. 45). The comparisons shown in Fig. 16 apply to an insulated flat plate , i.e., at recove ry tempera - -

ture and at a fixed Reynolds number based on a momentum thickness of 5000. The ordinate is the ratio of
the local skin—friction coefficients , at the elevated Mach number , to that given by the classi~ Karman-
Schoenherr formula for incompressible flow. The effect of Mach number as given by the van Driest I I  trans-
forma ti on i s s hown by the sol id line. The al gebra i c mi xing lengt h model , identified as Marvin-Sheaffer in
the figure , yields resul ts that are in excellent agreement with the van Driest II line. At higher Mach
numbers , the AR.AP Reynolds stress program y i elds resul ts a b i t hi gher than those g iven by the van Driest II
approach; they are near the upper limit of the range to which the van Driest method agrees with a large
body of experimental data. Although the Wilcox-Traci program yields results that are low over the entire
range of Mach numbers , they are still within 10% of the van Driest line and would be consistent with the
lower bound of the experimental data . Generally, then , all the models do reasonably well in predicting
the ef fects of compress i b i li ty on the ski n fr i c ti on at s uperson i c s peeds in the a b se nce of pressure
gradients.

To test the accurac ies of the W ilcox—Traci and ARAP models for compressible flows with strong pressure
gradients , computer programs containing the turbul ence models were used to evaluate the boundary layers
that occur in the series of experiments indicated in Fi g. 17. The experiment of Zwarts (Ref. 46) was con-
ducted in a two-dimensional channel with a compression wedge used to create an adverse pressure gradient
on the flat test wall. Peake et al. (Ref. 47) measured the boundary layer on the inner walls of an axisym-
metric cylindrical duct in an adverse pressure gradient created by a compression centerbody . Sturek and
Danberg (Ref. 48) created their adverse pressure gradient with a two-dimensional compression ramp over
wh ich the test boundary l ayer grew . In this experiment , the boundary layer not only experienced an adverse
pressure gradient , bu t was subject to the effects of a concave streamline curvature. The experiment of
Lew is et al . (Ref. 49) was also conducted on the inner walls of an axisymmimet ric cylindrical duct. However ,
the centerbody used to create an adverse pressure gradient also permitted the boundary layer to relax
through a downstream favorable pressure gradient. The ranges of fl ow-field variables are quite limited in
these four experiments. Mach number ranged between 3.5 and 4. The Reynolds number range of the experi-
ments varied by less than a factor of 7. All experiments were conducted with the test surface at the
recovery temperature. Finally, the range of max imum pressure gradients , as measu red by the parameter

+ 
)wciw P~~~~w —P = 

~~~~~~~ 
(120)

is quite narrow for this set of experiments.

To sta rt all the computations , the values of the dependent variables through the boundary layer and
the surface sk in friction at the first measurement station were established by assuming that the region
upstream of this point acted as a flat plate with uniform boundary-layer-edge conditions identical to
those that existed at the fi rst test station . The effective length of th i s fi ct i tious flat p late was
found by matching the calculated momentum thickness to the measured value at the first test station . The
su rfaces were considered smooth and the turbulence level at the boundary-layer edge was set to zero .

Figure 18 shows Zwarts data for the local skin—fr iction coefficient and the shape factur , H =

The latter quantity is a sensitive function of velocity and temperature profile of the boundary layer. -
For this mild pressure gradient flow , the algebraic model still does sl ightly better than either the two-
equa tion model (WT) or the Reynolds stress model (ARAP) in calculating the skin friction upstream of

= 30 cm. Beyond this point , there is little to choose between the models. In terms of the shape factor ,
the Reynolds stress model starts at a somewhat lower value, and this pers is ts .

Figure 19 shows the streamwise distribution of the skin -friction coefficient and shape factor for the
experiment of Peake et a l .  (Ref.  47) .  The p~ is about 50% higher than in Zwarts ’ experi ment. The
Wi lcox -Trac i  and ARAP models predict the skin— friction data much better than the Marvin-Sheaffer mixing
lengt h model. The APAP full Reynolds stress model performs best in predicting the shape factor distribu-
tion , aitno ugh, in the region of adverse pressure gradient and downstream (the primary reg ions of inter-
est), the Wi lc ;;x -Traci model does equally well.

In the experiment of Sturek and Danberg (Ref. 48), the boundary layer tha t developed on the surface
of a concave circular ramp was measured . Thus , th is boundary layer experienced the simultaneous effects -
of adverse pressure gradient and streamline curvature. The latter effect has been shown in Ref. 50 to be,
in itself , rather significant , yet the present calculat ions ignore surface curvature. The skin friction
and -h ape fa ctors are shown in FIg. 20. Note in this figure that the Marvin -Sheaffer model shows very
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l i t t l e  ut the expt- r m ;i v- rmt all y observed rise of the s~ in friction in the luw r mm c i ;  portion of the experi —
sent. The k~m lcox— Tr a c i ‘~~d~-l ove re st i ;-a tr - the rise in skin friction. T h e  ARAP model .verp red ict - l h ~
sta rting value of ~~~~ fri-: tion but seesms to follow the trermd s in the data by cta i in ’J -it- u t 1 h -  same
amount a e L v ~ the data ever all t ’ - - t - m a ’ ions . Caut ion mmmu s t be used when i r ;t e r ~ re t  ~nq t he compar isons ~f
ca lculat ’- -J arid it-a ~ - ir - rJ  shape factors . Th e Sture~ - l i m i t  erg v~ lo~ it y pro~ m~ e 1ci ’ i - h~ .. an (J ilf- r ’l~~r t of t he
veloc i t y over m i ; 1 -  m t r ~ - i ~m l- a, tir frommm the scrf ace. Such an overshoot ma’es i~ di~ f -~~t to lm- f : e
t he pus i ti on of the buin~la m ~ - 1 a y m - r  rJ ’m’ ; ; t ‘; i s i s ref l ect~- -1 i n both e 1 e m- ~ m 1t ~ or t t  ~ hape fac t ~ r — P - ) ~ r t
and disp laceirie nts t f. m J r :t- - ,ses. l~;u- ., Sturek and Dambe ,q give a range of val ue s of H at u-±c l  st~ ti on .
L vt ’n trmuu gl ; the omme s p1 ot tc ’d here m m e  the 1 a ‘ ,-r va 1 u o~ gi yen , the ~ a re m- ;ci c l i  1 iwm- r t t ; , i i -  t h e  resul t ~ .~~ the
Marv i n—Sheaf fer  -odt- l . TI” nc m re com impl cx . oi’- l  - see imm to capture ti iv character ol the experim ’~nta l data -

The li~~ ~tmt Ut .1~~~; ~S tm .,,t ~f 
- , ,~ i et al. (Ref. 49). These data are un - u’- in that t~ m - , - ~~ ~~~

an ‘ ‘~~ t- r-~e ~- re ss ur C grad lE n t , ci~ J~ t t. ’ r  Ot f er cx ~c riments c i t~-d ear l i er , fol l w ’~d ~ ~ a -~~ ~= - t r . ’  . r -; m or
of ~a’sorable p r e smu me -m f ,lJi ent w~’eremn - ‘ -vr r a l ~t at i~-m ; s of data are obtained . Tli ~ ~; ;,l s~ in-frictio n
~_ ; , t t m c ien t and the hape I t ;  ~~~ are - ,hcve m m ; Fig. 21 . On the average , the ARAP model tmer~cr - be
because t~m~ ~,i lco ~ -T r a c i  ud~ - a~ ; ‘- a rc t i  un dr- r ;- red ict  ~L in f r i  t j p 0  in a f av ir~ : le :re Cur e gradi e nt
r - atH-i budi i . T h~

. ‘~ar v i im-S r ;r- j ’ f t - c  odd  dons riot ach ie ,- , a high enough pea’ value o f ~~i ’ fricti on ,
does m~~nI 1er m~ ly i’ t h€ rt’ l i O r m  of t ie able pr,- -~~ur , -  gradient .

From: ; t) e ‘_ u -  ~- i r  m . ~ o ‘ ‘ ‘ ,- ci ip;ited and exper i --e nt a 1 ri ci i tt  i ri Fi ~- - - 1 t th rr i ; i ?l , i t ‘ ci r be cUr- -
c 1 uded thd t t i m e ml - r t - -r~’r ; t i al ,-~;ja t i on a)~~ l 5 of t-i ’-bu I ence , I;- i t~~-r or me , t w e , or niere model ; n. m eqaa t I r~r;~ ,
_ _ a ’ - represent -,,,p m - r - . - n :c  hou:~m i r y - l a y e r  data in r it~- m- ~ severe con ‘ 1  ~on 4 1 - w ’ ~ithou t ap i- act 1 ’ ;  ; ‘‘  -

model i ng cons tan t S ~ The a I e~-ru m c models ~ 
- ‘ t ~r - Ci i 1 or~ y for very ~mal I and qrad ua ~ co -~ re~ 

- 
~ or-s an ~

for ex pan ~ m or regions . “ r re comp lex i ty wi to i n the di ‘ f~-~m cm ~ 1 al - - cu t i on model s , ‘ - =- ‘ ~ - ‘ , dce~ jü

, l mamm ma tica l  1 y ; ;pro ~ e t n ’  accuracy of the mim ode ls fo r tw u—d i r ;p ns ional  ~ c ;~ dury f l ;w - - 
r m ,  .. 

~r; comp t e~
models can De extended to sore ; u r rral tv~ es of flow , h puf a l l y ,  without requ i ’-ing changes 1 mm t~e r o de l i ni
constant5. it is not ~ert a ir i ;t t h is t i ~

- , however , that tm--  nmodels or iu r ; ~‘c- j r - r ,-.; civ t ;r: ,lenc e c i
prove to have a ar m i v e r s a l  character for all flow situations , at leas t to tie d c s u r a c v  required m m  acre-
dynamic applications. This concern has led to the 1~ v - l o I - ~i ,-rmt of methods (described in the I e,t section)
that rel , on a direc t ;“ ; c i t a t i o n  of most of t m -  t u rb u lence , in terms of i-’mc- rq~ and mo mm ertur ; . and vc -~el i ’
what re m ains.

DIRECT S1 I-’JLAT ION OF LARGE EDDY STRUCTURE

A method of computing turbulent flows that potentially is ci niver s a l l -i applicable is the .c -- : .~~ - r simu-
lat ion of m ’he large eddy Stru cture of the turbulent flow fields . The basis for thi s belief lies in try
experimentally observed spectral character of turbulent flow fields. Generally, the large eddies in these
f ie lds are created by ins tab i l i t ies  of the mean f low.  These large eddies are relu ’ive ly long lived ,
anistropic , and are different in every type of flow. The large Reynolds numbers associated with ttesc-
eddies cause t im e r - - to become unstable in themselves , and t h o - ~ break up to produce smaller eddies . Of
course , smaller eddies also interact and merge to form larger ones . This reses -f ‘hi- production of 4
smaller eddies through instabilities and the recombination of eddies continues rtil a ca rti nu ous spectrum
of eddies is generated. The process reaches a stationary random i state am er eddies are ní — t u rd that are so
sma ll that the v~ scosity of the fluid enhances their stability and provides t~~- - - cans ‘or d iss ipa t i r  : ‘br r
energy into heat. These smallest eddies have short l i fe tith es and tend to be isotrop ic ic charact ’ - - , ‘av-
ing evolved from ’ eddies that themselves were rather randomly oriented . This process is not eerera~ ly
uniform but is intermit tent invo lv ing such events as “bursts ” and “spo ts ” of turbulence. H is t ’’ -  corr —
plexity of this process that makes suspect the universality of statistical turbulence theories d is cuc s c~t
previously, especially those that contain only few statistical moments . Large eddy si rmul at t on o t t m -I a-
lence comr’T-utes these mechanisms for the largest eddies that contain most of the energy c ’ the t~ rbule~cr-
and models the effects of the eddies smaller than the finite difference mesh can resolve . H- rmiodeHr - onH
a f ract ion of the turbulence , the overa l l  accuracy of the nme thod beconmes less dependent on t’c a L c u r ~3: ies
of the closure models than statistical methods , where all of the turbulence is modeled. ~lso , t ’ -c iso-
trop i c and , hopefully, universal character of t’;e small-scale eddies ~mav permit the deve lopment of c bSur~models based on sound physical arguments. It is this potential for accura te nunmerical s i r m m u l a t i m m ’  c -f ‘ ur-
bulence ~b,t ’ is driving the development of methods that are , at t h i s  ti- c , still very costl y ccv- : . t r -
tionall y. Tt e i r future use as engineering tools for thr- m e rc ’ l yn a--ic ist w i ll ultimatel , depend mm ’ the size
of the smallest scales of t urbulence that w i ll have to he c c m r l u n i  to ci~ ture t i r - essence of pa r ti cu l ar
tu r hi lent flow fields . Because these computations provide much more detailed inf or -r. srt ip ’i than can be mrea-
,mjre i in a turbulent f ie ld they w i l l  most cer ta in ly  a lso  he useful in concert w i ’ h  oxn ’ - n i r en t s  Ir fl~~irmy ch an ics toward it ;  rj v in o s ta t i s t i ca l turbul ence r- c m d , ’ ls fur - enq ineer i r  ; app l i ca t i ons .

Hn- universal character of the snma ll scales of turbule n ce ms shown in Fi g. 22 where ‘he dat . e ’
m ’je ler ’ar m (Ref. 51) obta .,;p I at d i f’ err”-r t  -oos itio ns in a boundary 1’  are c-om ’ p~ rrd w i t h  those uf C on :- t ’~-Bel l- .t and Corrsir - (Ref . 52) in ac h mm m - o’Ir-nmr-o us essen t ia l l y  i s o t r m r ; - i c  f low.  T ire coordinates of ‘t- f ioure
we re chosen to collapse the data at the hi gh wave numbers . The at - ciss a is t o -- ratio of the wave nc y r .
to the wave number corre ponding to the Kolmnogor ov scale. The ordirmate is the- measured ene-di -’ s-n ’ional
energy spectral I ~‘ m tion normalized so as to collapse the Heisenherg is ; vi - :  m c t u r b m ’ e’ Ce - d m~i - h .\  ~u ’ -

a si r gl e line. At th -~ higher w vr; m i u rI -e r s , ‘l- e hou :m rt.rm - - y - l aye r  data at m f f e r r n t  va lues m ’ turbulence
“ - i ’  el - I - nunmb er , free-str e mm- speeds , arid position s within t i e boundary la ,r- r corre ’,m t ’ quit e wr 11 .  The

imu r h ’ ,r-n eo us , m s r ) t r o l - m m  ‘m it t ule nce data measured by Conmpte -Bellot and Corrsin also correlate ± 1 1  ‘ h e
I i -mnda r,-layer ‘lyti at the higher wave nu m bers . This illustrates ‘h-i t th e smal l  sca l es o’ ‘ vt a~ ’~’ - e a ’
different points in a particular flow or in comp lr ’ t r - l  y di f’r’r- -r ’t f lows actually t m -  — i - us  a un icersa l  c~ ir-
i t , r . farther , it appears that this character is c u t  1 ~em ’ rr-sented I - v t r Heisenber -i ‘ u - , w h i ch cre-
di t - the upper bound of the “ iner tial s ; m t ; r - n-i r- ,” as Hk 5 0.5 , am ul the “d iss ipa t ion  - l ion ‘er
k/k 5 > 0.5. The f gu re also il t astrates that the ly r tm- r eddies or sim i a l l wave num -I’,- r -s co n t ai ’ -ncr ;’ m~ ~~‘ -

energy of the turbulence and depend in cha ract er on th e local ne -an flow . F in allm . the ‘ u : -  i -  i ra t e ;
that an increased local turbulence Reynolds nunm fuer - ‘ r i r - r m ~ t he range ~‘ wave n m m - t - r c v  in ‘ - i  cu~. ,‘t ’erl-
the “ inertial subra~~,c ,” and diminishes the fraction of l hr- large edd res t i m ’ a rt- not ur iv ’ r s a l l y  rcrre-
lated. This la t’ r -r o bservat i on may prove mm e fal in the decisions reqar d inu : m ui- c m r m l t r r a t  n;h d i r -u - - i — n c in
aerodynamic computation- -
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The first large eddy sinrulat ions wr- rt- applied to -u-ic ’hysicat st at i c s m~ t the t i r u c i i c s  of the atnio—
S i - i _ r e t . In the United States , the group at the National Cen r-r t r ,  m ’ t o sli eric Res,- ,icv h and Hepheru
Orszag and his colleagu cu have been the leaders in t i u l s  field (Ret 8). Et ters i on of t imi- . work tu prob-
l ees in fluid mechanics and aerodynanric s introduces new cond it r r rm s r t udt r r’-mui re careful r- -, xa ;u natio n; ef
the fundamental approaches utilized in the past. These cond ition s i ruv oHu- t r u - ‘-f t ects of compressib il itj,
the interaction of adjacent irrotat ional and turbulent fields , nt’ m r su r ’ e phen oren ua - l u - r i -  -vi scos ity
plays an i ncreas I ngl y i nmporta nt rol e , m d  a 1 arge var iety  - f I 1 m c  cOr u f i gura t i ‘ ; r m . ~ Orm t c- other hand , t ’ - e
aerodynai niic flow fields are simpler iii that qrav itationa l torces need not be considered. In t i c
review , emphasis will be placed on the program takin i place under ‘mI’fA sponsorshi p at Stanford Univer-
S i t t  and being performm me d at the Ames Research Center . The objectiv e- . of ‘his aur ; are to enhance the
undt- rst andi ng of the basic methods involved , to ex am i- ine the interact ion of the ph ysical and nunu e r iril
methods , arid to test subgrid closure niodels as applied to the previously mentioned aerodyna m ic conditions .
The approach of achieving these objectives is to consider a sequence of incr easingly complex flow fields
starting with isotropic turbulence and then considering homogeneous flows undergoing norma l - t r a i n s ,
honmogeneous shear flows , the free inìteraction of tangent streams , and channel flows . Although channel
flows have been simulated in time past , orig inally by Deardorff (Ref . 7) an d extended by S crurimr -Pe t . 8),
these investigations enmployed the “law of the wall ” near the channel surface and thereby avoided integra-
tions to the surface. In doing this they did not illuminate near surface phenomena . At ~re Cen r , the bulk
of the work has been confined to incompressible flows .

Low Reynolds Number Simulations - ~ Isotropic Turbulence

Many of the concepts and methods underlying large eddy simulation can be illustrated through consid-
eration of the decay of an honrogeneous , isotropic turbulent field of an incompressible fluid. In fact , it
is bes t to start with the exam ;- irm at i on of the imiethod by considering the case where the turbulence Reynolds
number , gs/ . , is sufficiently small so that the wave-number range between the largest eddy and the
Kolmogorov eddy can be captured by the volume of flow considered and the computati onal mesh into which it
is divided . In this case, there is no subgrid size turbulence of significance and turbulence modeli rmm : is
not required. The computation can proceed as an accurate time-dependent solution o~ the ‘ t a v i e r _ S t u k e s
system of equations .

One solution to this type of problem has been reported in Ref . 54 as part of a general method to
co rmmp ute low Reynolds number, simply strained homogeneous turbulence. The turbulence simulation program

- ‘ was p repared for use on the ILL IAC IV computer and is described w ith t im e table given in Fig. 23. r Ot this
problem , the computational volume was di - .-n ded into as many as 64’ mesh cells and the magnitude of the con”-
putation 1 effort can be seen from this figure . Even this relativ e ly simple problem must be han ll ed with
the largest and fastest computers available. The al gorithm ’s that were used are shown at the b ottr u ” of the
fi gure. Spatial di f ferent iat ion was accomplished with Fourier transforms , similar in principle t3 the
work of Orszag (Ref. 55) but differing in detail. A l iasing was controlled to avoid instabilities in the
computations. The temporal advance in the computations was explicit and employed the fourth order
Runge-Kutta scheme .

The problem is star ted by fitting the magnitudes of the coefficients in wave number space to an exper-
imental spectral function (Ref. 52). Then the directions of these vector coefficients are randomized in
wave numbe r space , sub ject to the constraint of maintaining continuity. Because of the use of Fourier
transforms , the conditions at the opposite faces of the computational volume are identical , and this
periodic boundary condition together with the dir -í -nsion of the computatio nal volume being considered
establ ishes a maximum wavelength or minimum wave number that can be computed. The ratio of the maximum to
minimum wave number depends on the number of mesh points fitted into the computational volume . The
results of some of these computations are shown in Fig. 24 where the evolution of the energy spectrum of
turb ulence , begi nnin g f rom the ex pe ri mentally establ i shed spectrum , is shown as a function of the computa-
tional steps in time . Fi gure 24(a) shows the case where the minimum wave number treated is 0.2 cm and the
ratio of the maximum to minimum wave number was constrained to 21 , eq ui valent to 4 3~ al ias free computa-
tion . It is observed that the turbulence decays as a whole as a result of the viscosity of the air. Simi-
la r comp u tat i ons w i th v = 0 showed the computational schemes to be energy conserving. As the spectral
energy distribution evolves , i t develops a bunching of the energy at the high wave numbers , even exceed ing
the i nitial values there . Figure 24(b) shows the improvement that results from increasing the number of
mesh points within the computational volume to 64g . Fi nally, Fig. 24(c) shows the effect of both increas-
ing the number of mesh points and reducing the dimensions of the computational volume , i.e., sh ift ng the
wave-num ber range considered to larger values . The computation now captures the smaller eddies where vis-
cous diss ipation is larger and the results are beginning to approach the expected minus 5/3 power varia-
tio n with the wave-number characteristic of the inertial range . The dissipation range indicated in
Fi g. 22 is still not approached in these calculations.

Another example of the computatio n cf isotropic turbulen ce at low Reynolds number is the work of
Clark , Ferziger , and Rey nolds (Ref. 56). As with the computation described previously, the computational
volume was vided into 64~ mesh points. Clark et al. used the low Reynolds number data of Ref. 52 to
gu ide the bol ce of the dimensions of the computational volume being considered . Because this computa-
tio n also employed periodic boundary conditions on opposite faces of the computational volume , the authors
dec ided that minimum dimension of the computational volume had to be at least twice the distance between
two points where the experiment showed the longitudinal and lateral correlation of velocity components
van ished. The largest wave number computed was established by the number of mesh points employed in the
compu tation. The problem was initialized similarly to the Ragal lo calculations . The initial spectral
ene rgy data (Ref . 52) corresponded to turbulence that had decayed to such a low Reynolds number that the
selec ted computational volume encompassed the scales of turbulence where essentially all of the dissipa-
tion occurs. The Navier-Stokes equations were solved in an explicit time-dependent manner with a third-
order scheme for advanc ing in time developed by the authors . Fourth-order accurate differencing was used
to establish gradients in physical space. Without any subgrid modeling the results of the calculations
agreed very wel l w ith the experimenta l rates of decay of turbulence kinetic energy found exper i men tal l y in
Ref. 52.
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.~im r -um the r .c lc u lat ion was iou ; plrítr - d , rime rmurmu eric al data au, - ,- used te Ins t . th~ accuracy of a sar i - I

u m i h - t r i d closure models. To do t h u  - , it w a  - iimuag ined that t’ r- coi r m pu ta t iu r i i l  vo lu me  h~’1 only I e r r .  - I i .  u - i -u t
in to 8~ nriesh points armd tha t  - ;du qr i d - I u m u , ,  l u  u1~ l - - wer ,- to lur - at m l i zed to account ‘ - i t ts r wi, ’ r . j - u- v s
ttm 5 t could no 1 u r iyL r be deter. m~~mi m th  ‘ I  u - u.uar - t - n grid - Each of the r ‘- u, ut- h volum ’trs u O mm n t , ru - i 512 f ‘ru -
conrputed a m t  - ot LI - u- or ig i na l f m  rut mesh. Th~ equ i va lent to r h~ r - m m c m  I m m u -r r u - e u u- -u ruu .-l by Eq . (tm
was then app ] red to the th ur uue~ i - data. The f i l tered veloc i ty  in ‘ m m u -  coarse um m ys h i s th. -

l i i , ~f )  - 
l 7~ 

~~~ 

u ( i  - . j  - r ) 2 1 ,

wi me re i , j , , ‘ , j’ , - are u , r’sru m. t in Iah cl mu~ ind ices iru i ’ ue - , , - di rec t ions , re-4 c- s t i --I , -
The aver agi  nj ‘ vo l uvie ’ or tA 1 Eq - 58i c ta~ er as (16/8)t. “h is i cot i t c t  ria r- v-r I’ l l ~, ‘ u . . .
ual ue of o~ 2 tO~ ret to c i t - I d  the best r e s u l t s  rn Re f .  10. H,. r u n t -  n u t ; vu to tsr’ vi  c o ’ edO u-s
w i t h  subgrid sca le  d m u ’men~ io rr s is the ru

= m u ,. - .; i-

at e ach of the 512 points , u m t k - n n  the coars e nt-sb . To assess the rmodu’ lin ’j . i-act o~ the tr- ’-~s yr If 
of i q. ( 5 5)  was computed at ti u c - cen t res the coarse nmesh ce l l s , using the values from ’ Eqs. t l2 t~and ( 1.t2 ) Tru ss
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These quantities were therm used to - - uu :uu , ’u’ the data wi’ tm - nmodel s o~ the suby rid eon ’’ uL u t ’ or , ~t ili zi ng
constituti ve relationships expressed in ‘ s-ri’ s of tin t - fil’ i.ru -~ v e l o c i t i e s  of t ’- r- coarse m ’cst . The yj art ; -
ties compared arc u h own in Fig. 25. The colu mnm n at the le f t  rep res ’— r ‘~ ik e ic ual ai r i i ’  i e s  beir~ r’Odr- t - - :
fi rst , the difference between tim e quadrature of the filtered quantities and the “ a - - ’ quadra’ .r- ’- i ’ ue t ’  r-

tered; sí -. ’d, t tm e interaction Sm ’ filtered and sub’;rid scale m ( omn trties ; and third. t’e sub- arid Re, c-lds
s ’ - u sses . Th~ second column shows how each of these quantities contributes to il- i- -lu- ca ‘ t m u
- u r r 4 C ener-t, ~~~~~~ pro s r’ ions , while interes t i’y -~. are 1 i clv to cr u; .  w t t  ~- C cOO1 ds r -u ’t r-r o’ e

unb ,lr - rice ~ - 1  mu-j ” be viewed as being cha rac te r i s t i c  of low Reynolds ni - t c r~~.

The t’ u i rd column shows the nmode led cons t i t u t i ve  re la t ions In- ’ - tnt- se qad ru ’ ties. The v ,~~~~, was der ’ v,.- ..
by Leonard -‘ u-f . q , - It is the spat ia l  analogue of the second te ,-rr- on tic. ni t of Eq. (- i t - ‘ ‘iy second
te rm i n  ‘ ‘ i s  column was deduced in Ref. 56. Final - ,- , the th ir term is an eid ~ r ii a~ iv t t y  model it- ‘ 

of the instantaneous strain of the f i l tered field. Thu . models for the eddy i n f f u s i - v i t y  t t s e ’f  are “bOi’
below. °ee-j include the early model of Srnagorinsky Ref . 57), a vo ’- t ’ c it y model , a (m et ’1. ene’-oy model ,
and finall y merely a constant.

The fourth column shows tu;u-u wel l these modeling equations based on the coarse e n d  averages correTh-
w i t h  the actual quantities in ‘ u f i r s t column when evaluated from the fine grid data and Eqs. (l23)-~ 1?5~ .
Correlation means the following

C ~~~~~~~~~~ emf quantity) (nmodeled ~~~ 0~it v 
- 

- 1 .-f
[(va lue of quant i t m - (smo deled -~c a n t i t

The t-iltered quantity of the first row , albeit small in contri t iting to enere ,- (1
~~( c . .  is cu r r y ’ . ‘~

well by the model . Ti -- filtered subgr id correlation terms are correlated to a lm a t  . 7, a, - i

subgrid eddy diffusivity models. It is surprising t I- at all of, the umiodels , ranging fcc; a constant eddy
viscosity to one which requires Lb ’ local inetic energy of tai l ulence yield essent ialt ,- the san e cc- er -ela-
tion with the fn ne mriesh data . This trn s -- ns i t i vit v to the closure model may again have been fc’- ed h~ the
low Reynolds number of the example and may not hi- truje g er emmi ly. Finally, the fi1t h col uo n cb oc.s ‘“o

- , Sic.’ in the eddy diffusivity models required ~ - yield “tiergy du - r u v  given by tlic v ine mesh s o lu t io r
This is an exami up le of how the numerical sinmulation of turb~~ence cart son ’ rnl- ,jte to the eval i :-  ‘ of con-
stants in cnn -.tit u tive relationships for tu nt-ut u- i u c r - model i~~e

High Reynolds ‘ 1c m - I -c r  S imu la t i on  of Isotropic Turbulence

In the pr v - v m u u u - examples of low Reynolds number s in mu lat ions of isotropic ‘ ‘ ur bul ence,  the values of
the mesh pl m ) flt spaci ng were chosen to be able to numerically resolve these eddies with large wave rnu”m t-ers
where mos t of the turbulence d iss ipat ion  occurs . The capac i ty  of ‘ he computers permitted using computa-
tional volume whose sides were about 20 tinmes as long as the transverse i n tu  mr -i l scales rreasured in the
experiment of Compte-Bel lot and Corrsin. The agreement -of the results wit h the data irm -t icated ti-it this
distansi- was sufficiently large to avoid seriously b i a s i n g  th e re su lts by th e  i’ . a ;;t i on  of’ peri odic bound-
ary conditions on opposite faces of the comput ational volu me. In add i t ion , the computer volume was s, f f ;-
ciently large to contain essentially all of the kinetic energy of the large eddies . When hi’l; Revnol . ’
number flows are considered , t h e  range of wa vr  numbers that are present in the flow increases dna -- o t t  d i i ’ ,

and all the wave numbers cannot be accommodated by m l ’ -  compute r . Tire computer s ize  limitations fix the
ratro of kmax/kmin , bu t the appropriate values of kmax and km in n ; m ’ t  again be established by reference

experimental data . If k u ,a v were set to C i ~rtu r re the energy dissipation , the kmin would be too large
to encompass much of the b i n ’ , t m r  energy of the t rr u m c- scales of turbulence and the results would be bia se l
by the use of pe,-iodic boundary conditions on faces toO close together relative to the correlation lengths.
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The approac im , then , is to move the entire wave numumber range to smaller values , rel ying on the subgrid
closure models to account for the turbulence dissipation.

To determine the bounds on the wave nunrber s inmost appropriate to high Reynolds number turbulence.
studies were conducted (see Ref. 58) utilizing a variety of conuputation al schemes , sizes of cor ’uutationa l
volunmes , fi l ter functions , and closure models, The computational methods utilized in the ex drr r~ 1e’. shown
here were fourth-order ass urate in spac~’ and second-order accurate in tim rie . The reference e r t u- r i ru e nta l
data were the highest Reynolds cumber cases of Ref . 52. Figure 26 shows tim e develop ment in I r e  - ‘ the
gradient sk uwrue - ,s factor , defined as

~~~~ - ) ‘
~Si = --___ ~~~~~~~~~ i = 1 . 7, or 3 (127)

~~~~~~~~~~ 
~ (not sunnmred)

The skewnesu factor was selected as the basis of conuparison for these calculations because it is pruy s i cally
related to spectral transfer of energy in the inertial subrange and is par ticularly sen sitive to the joint
behavior cf spectrally dependent scales and intensities . Figure 26(a) shows the development of the skew-
ness when the computational volume dimension is about 10 to 14 times the experimenta l lateral integr al
scale. There are three modeling conditions shown here, and each one of these is represented by three lines
for the skewness in each coordinate direction. In these examples, the computational volume is divided
into 16 parts on each side and has the merish dinuensions , h , as indicated. The case labeled with ‘./h
indicates the use of the Gaussian filter function with t, = 2h. The cases labeled with k represent
uses of the sharp cut-off fi l ter in wave space , the Fourier transform of Eq. (63), The cu~-off wave nu n ”-
ber and equivalent averaging volunme in physical space are related as . = kc. The Smaqorir” (y model ,
referenced in Fig. 25, is used for the subgrid Reynolds stress in all of these cases . In this figure , the
initial skewness is small because the initially applied randonm field is nearly Gaussian. Over the times
shown , the calculated cases develop negative skewness , as occurs in experimental data , but not w ith the
monatonic behavior that would have been expected . It is noted that anisotropy develops in all these cases .
Incidentally, quantitative comparison of these skewness factors with published experimental data cannot be
made because the computed skewness factor is based on gradients of filtered velocities that could only be
compared with reinterpreted raw experi m ental data , if it were available. Figures 26(b) and 26(c) Show
represent five results that occur from enlarging the computational volume . Figure 26(b) is based on the
use of the Gaussian filter function with two eddy diffu sivity closure nmodels , the Srnarjorinsky and the
vorticity models, refer to Fig. 25. Fi’jure 26(c) indicates the effect of somewhat different initial condi-
tions used in connection with the sharp wave-number cut—off filter. Both of these figures show that th e
use of the larger volume , with all the different modeling combinations , yields reasonable skewness behavior
and isotropy in these calculations. The asymptotic numerical values of the skewness , however , depends on
the modeling detai ls ,  It appears , t h e n , that modeling volumes must have dimensions about 20 times lateral
correlation length scales - i n about 10 times the integral scales to avoid serious biasing by the periodic
boundary conditions customarily employed in these computations. The low turbulence calcu lat ions , d e s c r i b e d
earl ier , confo rmed  reasonably well with these criteria.

Figure 27 shows the rate of decay of the kinetic energy of the filtered turbulence. The lines repre-
sent the Compte-Bel lot and Corrsin data in their original state and as a result of being filtered by the
two types of filter functions. The Smagorinsky eddy diffus ivity model was used for the subgrid scale
Reynolds stress in the computations with both of the filter functions . The computed results are indicated
with the discrete point symbols. It is noted that the filtering process eliminates much of the actual
kinetic energy of the turbulence , the ratio of reta i ned total kinetic energy being only about 40% and 57
(at U t/M = 100) for the Gaussian and sharp wave-number cut-off filters , respectively. Good agreement is
achieved in these comparisons when the modeling constant in the Smagorinsky model is set to C = 0.222
and C = 0.215 for the Gaussian and wave-number fi l ter, respect ively.  It appears that use of different
filter functions , while capturing significantl y different proportions of the kinetic energy, does not have
a large effect on the modeling constant in the Smagorinsky model . These constants , however , differ by
about 20% from the modeling constant evaluated from the low Reynolds number data , and this may be indica-
tive of the limitations of an al gebraic eddy diffusivity closure model.

Figure 28 shows how well the numerical simulation represents the filtered experimental three-
dimensional energy spectra when the sharp Cut—off filter in wave—number space is utilized. The lines
represent the fi ltered data at three times. Tt- e points are computed results at U~ t/M 98 and 17 1 . T’ e
computations were started by fitting the filten-ed experimental spectral data at U , t/M = 42 as described
previously. Both the Smagorinsk y and vorticity models for the eddy diffusivity are shown . Except for the
results at the highest wave numbers , t he  comparisons are quite good for either of the diffu sivit s models.
Figure 29 shows the spectral character of computations based on the Gaussian filter w ith ‘ = Th. The
high wave-number results appear to be a little better than those shown in Fig. 28.

In addition to providing the results noted here for the numerical simulations of h i m t h Reynolds nur;uer
homogeneous , isotropic turbulence, Ref. 58 also carefully examined the influence of different numerical
schemes and alternative conservation equations. One aspect of the study was the use of the vorticity
equation rather than the primitive equations given here as the prima ry equation in the simulation . The
results showed no significant advantage of one equation over the Other. The vorticity equation , perh aps ,
would be useful for turbulent flow fields that border i t-rotational flows , where - 0. Another part of
the stud y was devoted to examining the evaluation of 

~~~ and it was concluded that this could be done
best numerically be directly filtering the filtered dependent variables rather than modeling as in Fig. 25.
Fina l ly , a careful examination was made of Fourier methods for spatial differencing , and despite the
increased accuracy of these methods no real improvements in the simulation process resulted . In fact , the
modeling constants for eddy d i f fus iv i ty  models , found by f i t t ing the simulat ions to corresponding experi-
mental decay rates , depended only slightly (—10;-) on the different numerical methods employed.

Hi gh Reynolds Number Channel Flow

To complete this brief descr ipt ion of the status of large eddy simulation methods in turbulen t fluid
flows , it is necessary to refer to Schumann ’ s recent calculation of channel flows (Ref . 59) that extends 
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the earlier work of Refs , 7 and 8. This work represents the most detailed computation extant of a flow
fie l d of errgi nm eerin g interest. Al though presentation of all its details is beyond the scope of this
paper , some of its features are given her - i- to contra st or relate tl uu : ur with those in rnueth ods described
earlier.

Schumm ta nm r enmplcryed non cub ic connputat iona l meshes and to take this into account , he utilized finite
difference equations that were based on integral conservation equations rather than point partial differ-
entia l equations. This conrplicates the averagir ,g process in that some nu om rments m ;f turbulence are averaged
over both surfaces aurd vo lum nres. These irromnt erut s were interrelated with modeling coefficients that were
given values ranging from 0.6 to 0.9, where unity implies the surface and volume average are equal. In
add ition, the finite difference methods were geometrically adjusted to account for the differen t mesh
dimensions iii ‘ lue va riou s directions. Apparen tly, these effects are handled with sufficient accuracy to
yield results that ar t - insensitive to modifications in the mesh di nrm enusi ons.

The vt ’rall mH F u t.i tmO fla l volume employed in these calculations is large. It spans the channels
except for the s ub lm y er regions adjacent to the walls. The length of the computational volume along the
channel axis is as lang as four chant—el heights , and this is sufficiently large relative to integral
scales Snat peri odic boundary conditions in the direction along the channel are quite appr opriate. The
use ur such a relat ivel y large computat ionual volume , with limited computer capacity, places a burden on the
subgrid stress im del - The lowest wave rruniber of the subgrid motion is suffici ently small to be in the
spectral region w ’ IO u - turbulence is irihonmogeneous . To accommodate thi s, Schumann represents the sub-
- 4 nml 1, - folds stress , a-ieraqed over an clement of surface as the sum-- of an ‘isotropic part” and an
‘
~~ clvi-; o-;ene~ u- - a r t , ”

— 

~ ~~~ c~5~ (S~ ‘ 
(
~ y) — c inho

(S
ij

) (128)

Here the instantaneous strain rate 
~ 

depends on the large eddies. The bracketed terms are time aver-
ages that are s teady-state quantities . The first term on the right is the contributi on of the locally
isotropic scales of the subgrid eddies , whereas the second term is due to the larger inhomogeneous subgrid
structure. Schunmann uses the form indicated for the isotropic part ‘to get zero time-mean values of the
SGS (subgrid scale) stresses for i $ i.’ The imp l icat ion of this statement is that the time correlation
of fluctuations in the locally isotropic eddy diffusivity Cj~~ç~ and the instantaneous excess strain rate
S
~j - (S~ -~> are zero. This is equivalent to the expectations that models , such as those indicated on
Fig. 25, did not introduce an average shear stress in the studies of homogeneous , isotropic turbulence
discussed ear l ier .  The rarm~ -nu character of the large eddy strains relative to their mean values may be
assuring this ‘isotropic ” behavior.

The “isotropic ” eddy viscosity 
~~~~~~ 

is evaluated with a kinetic energy model . The length scale in
the model is the square root of the surface area over which the Reynolds stress is act ing. The subgrid
kinet ic energy used in the nrodel is establ ished wi th a separate modeled equation , simi lar to Eq. (84) but
containing the time-dependent large—scale motion to feed the subgrid turbulence. When Schumann ’s model is
reduced to a cubic mesh , it has the same form functionally as the k inet ic  energy model used by Clark et al .
The modeling constant found by Clark et al. agrees to within 3’ of the constant Schumann identified as a
theoretical value (Schumann ’s Table I). Schumann , however , found empirically that it was necessary to
reduce this constant by a factor of 1/3 in his computations. This large change in the modeling constant
may indicate the shortcomings of eddy diffus ivity closure models to apply over flows with largely different
Reynolds numbers. The inhonmogeneo us eddy visco sity Linh o is evaluated from the mixing length expres-
sion , Eqs. (67) and (68). t uation (70), however , is replaced by

= 0.1 (‘ x 1 . ,x ) h / 2  (129)

For the finest grids used , the 1m from Eq. ( 129) is about 1/8th that normally used in algebraic statisti-
cal modeling of channel f lows , and thus , in the core of the channel it would be expected that the subgrid
scale contribution to the turbulent shear stress would be only about 1/64th of the total. This expecta-
t i o n  is  consistent wi th Schumann ’ s numerical results. Towards the surfaces , the contribution of the sub-
grid Reynolds stress rises to dominate the shear. As the surface boundary condition s are applied by match-
ing the computations to the “law of the wall ,” there is a large interplay between the various modeling
assumptions in the vicinity of the surfaces and the contribution of each is not clear. Schumann found
rather good agreement with experimenta ll y measured mean—channel-flow velocity profiles and shear stress.
The comparisons with turbulence quantities, such as the intensity in each coordinate direct ion , and co m e-
lation lengths show reasonable agreem ent with data. Improvements in these comparisons through refinements
of the computat ional mesh are not dranmati c and may not be warran ted when it is noted that the urresh changes
alter the computational times on an IBM 370/165 from less than 1 hour to as high as 14 hours . Finally ,
Schumann used computations to tes t modeling constants in the statistical theories of turbulence and found
that many of the so—called constants are functions of the radial position across the channel. This last
result tends to establish large eddy simul ation techniques as being potentially the more universal method.

LAGRANG IAN SIMULATION OF WAKES WITH DISCRETE VORTEX FILAMENTS

An alternative to the fixed mesh, three —dimensional finite difference simulation technique presented
in the previous section is the model ing of turbulence by trackin g vortex filaments in Lagranqian refer-
ence frame . This general approach is the topic of the paper by Professor Clements in this lecture series ,
therefore Only a very brief descr ipt ion of the technique developed by Leonard at the Ames Research Center
(Ref. 60) will be given here. Leonard ’ s approach is uni que in its use of three—dimensional closed vortex
filaments . The technique is illustrated with the simulation of the unsteady flow over a sphere at hib t -
Reynolds number shown schtnsatical ly in Fig. 30. The aggregate flow field about the sphere is composed of
a boundary layer , a fluctuating cortical wake flow that translates downstream relative to the sphere , ond
a fluctuating potential flow that responds to the closed ring vortices to maintain the proper inviscid
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boundary condi tions on the surface of the sphere and in the far flow field. The three essential mathe-
mi rat ical elements of the problem are listed at the bottom of Fi g. 30.

The boundary-layer model used by Leonard is described in Fig. 31 . The boundary layer is represented
by a sheet of vorticity that spills into a train of discrete vortex filaments . The amount of vorticity

~nd the f lux of c i rculat ion at each station , per unit of width of the boundary , are indicated by the equa-
— tion on this figure . When the downstream front of the boundary-layer sheet, nmoving with a velocity

u ( r 5)/2 moves past a specified downstream latitude , a ribbon front the sheet is removed from the down-
stream edge and formed into the vortex filament of circulatio n 

~v ’  The ribbon length is
u (rs) .r/ [2(dr/dt)J . Besides their property of circulation , the vortex filaments are further defined with
an effective core radius and are subdivided into discrete nodes along their axes . The newly formed vortex
and any predecessors st i l l  in contact with the sphere constitute the remaining part of the vorticity in
the attached boundary layer. The position in time of each vortex node is governed by the circulation ,
location , and shapes of all the vort ices , including the vortex containing the node in question. The nodes
of a pa rticular vortex are i dentified as a set and their motion in time establishes the shape the vortex
attains. The newly formed vortices follow the spherical surface for awhile and then separate from it. In
t he com putat i on , they are followed in time till they either move downstream to the limi t of the computa-
tiona l volume , ~7D , or the oldest surviving vortex is removed when their number exceeds a prescribed number.
This renmiova l process and viscous growth of the vortex cores represent the subgrid -scale modeling for this
type of turbulent flow. To excite the~ vortex filaments into a nonsynninetric unsteady flow, the boundary-
layer vortices are initially perturbed to destroy geometric synmuretry about the axis through the sphere
parallel to the free-stream f low,

The drag coeff ic ient C0 computed in t ithe ~5 shown in Fi g. 32. The points shown are averages over
t ime spans during which the number of vo rti ces in the outer f low is constant.  The drag coef f ic ient  is
somewhat higher than that characteristic of hiqh Reynolds number flow. The corresponding side-force
coeff ic ients are shown in Fig. 33. They show some intermittency in their behavior.

CONCLUD ING REMA RKS

A rev iew has been presented of techniques of turbulence modeling made possible by the capab i l i t i es  of
la rge modern computers. The two Eulerian grid methods , statistical turbulence theory and large eddy sin;u-
lat ion s , were sho wn to have many features in connxnon. Advances in the statistical methods , for exam p le th e
use of d i rect Reynolds stress modeling rather than use of eddy diffusivity , could lead to subqrid modeling
su fficiently accurate to permi t reducing the range of large eddy wavemembers that have to be simulated .
On the othe r ha n d , deta iled large eddy simulations of idealized flow fields may provide ‘data ” to gui de
imp roved constitutive relationships in the statistical methods . Thus , the two methods complement each
othe r , and advances in one are likel y to advance the other. The Lagrangian methods that follow vortex
motions , at present , are alternative and competing techniques . For certain types of problems , it may be
advan tageous in the future to use both discrete vortices and turbulence fields in a single computation.
W hen the pract i t i oner of turbulence model i ng as pir es to the develop men t of a universal model , he must draw
on experience w i th  a ll of the computational techniques . Fur ther , his abilities to computationally con-
sider minute details of turbulence will force laboratory experiments that verify and guide turbulence
mode ling to supply data to the same or even finer levels of detail.
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to experime~Th ~~~~~ I I-  k~p,8~ were set to capturi t~~ energy diss ip et ion , the krn~ would be tc~ large
to encompass much of the kinetic energy of the large scales of turbulence and the results would be biased
by the use of pe -iodic boundary coln d it iO ns on faces too close together re la t ive  to the corre lat ion ( F - r i lt ’ l b .
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To complete this brief descr ipt ion of the status of large eddy s imulation methods in turbulent f lu id
flows , it is necessary to refer to Schuma nn ’ s recent c a l c u l a t i o n  of channel flows (Ref . 59) that extends
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..3’F to t l . e 1III ere OL t . : mi t a t l l r , s  ~~f a v a il a t l e  Ic o l s p u t e r s  ( 5 )  ee~i , c a p a c 1 ’.y ) a s e c o n d
I s s u e  p~~ sy s  ar .  e ; - ~ a~~01y 104- :rtao . t r o l e  naze y the r . h  :e . .  o f  e f f i c j e r . 7 v  o f  I t e r a t i v e
n e th o l o . T ie acceler atio n of  t h e  c o n v e rg e n c e  o f  t h e s e  roe t h 30 T Q  s c l v e  ‘F t ’ s t ; o n a r y  p a r t i a l
d i 0 f e r e r , t i a l  sq u a t  C - I n s  is  t h e  su b _ ec t  of relax atic- s. .

O t e r a t i v e  ~~e t h o us  o n ~ e n e r a 0 1  a r e  c h a r ac t e r i s e d  !y t .. r e o - i . r ’. a r . C e l e m e n t s
t h e  s u c c e s s i v e  - s p L i . L o a l j o n  of a m e t h o d  si~ o u , d  l e a d  t o  a s t a t e , V t . ch  i s  I n v - K r L a r . t W .t h
r e s ;  no t t _  f u r t h e r  i t e r a t i o n s  ( c o n v e r g e n ce ) ,  t h i s  j r - v a r i a n t  s t a t e  u o . ~~ch will C e  i d e r .—
t i f o e -~ w I t , .  T h e  s t e a dy  s t a t e  f o r  1- . 3 0~ p u r p o s e )  s h o u l d  be  ir .-ue p n n d ë nt of ti . c h o i c e  o f
d . c  in i t I a l  g u e s s  u r . l c o t y ) .  C i n c e  on l y  a l i m i te d  a m o u n t  o f  i t e r a t i - : ,-. S t e ps  i s  C a r r l e c
o u t , t h e  q u e s t i o n  o f  a c c u r a c y  o f  t h e  so l . .t i o n  ( e r r o r  e s t : r s - st : c r . ) m u S t  be  c o n s i d e r e d .
T h i s  p r o b l e m  i s , o f  c o u r s e , i n o e p e n i u e r . t o f  t h e  r e l I a b i l i ty  o f  t h e  A i s c r e t e  m o d e l  t e i r . g
-u s e d  to  r e p r e s e n t  t h e  ccr.t - r . / i i 3 O  c o n s e r v a t I o n  e q u a t i o n .

I t  i s  d e s i r a b l e  a n d  c r u ci a l  f~~r t h e  s u c c e s s  of  t h e  a pp l i c a t : on  o f  Sr. I t e ra t I v e

o e t n o d , t oot t h e  p r o c e s s  c o n v e r g e s  as f a st  as p o s s i b l e  t o  t h e  I r - .v a r i a r . t s t a t e  ( r a t e  o f
c o n v e r g en c e )  U s i n g  A I S I c C ~~ -~ cr A m o u n t  of o p e r a t i on s  p e r  i t e ra t I o n  s t e p .

T h e  s~~it a t l ~ - - o e f i r . i t i o n  o f  a n o r m  f o r  t o e  a s s o c ia t e S  I t e r a t i o n  T a t r i x  a nd  i t s
c o n t r ac t i o r ,  p r c r e r t y  i n  a I1 ’F ’r . a c h  s p a c e  r enn resent the most fur. lamer -.tal a s p e c t  o f  a n y
i t e r a t i o n  c r e t h o d .  T h e  e s s e n c e  of  r e l a x a ti o n  t h e r e f . r e  i s  t o  i m p r o v e  s i g r n i f i c a r t l y
the cor .tractiorl p r o p e r t y ,  t h u s  i m p r o v i n g  t h e  r a t e  o f ’  c o n v e r g e nc e .  I f  t h e  e uc e dj a o
n o rm  is used , an eigenvalue s p ectrum m~I~~T be controlled , w o i c h  is , u nfortu na tely not

an e a s y  m a t t e r  f o r  c o u p l e d  n y s t e m c  of’ ;~ c r ’ i al  d i f f e r e n ti a l  eo5 u S t j c n s .

T h e  a b o v e — m e n t i o n e d  elements of a -IE’ /. .. r i ptive definition of ‘ - r a t i on  m e t h o d s
-Jo r o t  e x c l - i - i e  t h e  a p p l i c a t i o n  of  d i s c re t e  m e t h o d s  w r : ch  r e s o l ve  t r a n s I e n t  S o l u t I o n s

t e t w e e n  a p o y s i c a l l y  g i v e n  i n i t i a l  s t a t e  a s d  an a s y m p t o t i c  f i n a l  s t a t e  ( s t e m d y  s t B t e l  —

of’ a ,~a t u r a l  t i m e  l e p e n d e n t  p r o b l e m , ar ; surning t h a t  s u c h  a s t e a dy  s t a t e  e x i s ts  ( t i r e
, ‘C . . r l at e  m e t h o d s ) .  T h i s  i d e a  loss t / .e a p p e a l i n g  p r o p e r t y  t I - a t  n a t u r e  i s  c l o s e l y
I m it I s t e ) ;  s e e  f o r  e x a m p l e  C r o c c o  (0965 ), h o w e v e r , lir e c a n n o t  h o p e  that a tim e a c c u r a t e
o i c c r e t e  r e p r e s e n t a t i o n  of  a n a t u r a l  t i m e  d e p e n d e n t  p r o b l e m  a u t o m a t i c a l ly  l e a d s  to  Br.
e f f i c i e n t  i t e ra t i o n  m e t h o d .  t o m e  e p e n d e r . t h y p e r b o l i c  p r o b l e m s  a r e  t yp i c a l  ‘ - x - , --~~~ o s
f o r  w h i c h  an a s y m p to t  -: s t e a d y  r / t , , t e , i n  p r i n c i p l e , I - o n s  n o t  e v e n  e x i s t .

On t h e  o t h e r  h a n d  i t  i s  i n t e r e s t i n g  an d  o f t e n  p c - o s i b l e  t o  i r t ’ - r ,  r e t e  i t e r a t i v e

i t e t / o d s  f o r  t h e  d i s c r e t e  s o l u t i o n  of  st e a dy  s t a t e  r r o b l e r - . o  as “ a r t i f i c i a l ” t I m e

- - .- - --.--- ~~~~~~~~~~~~~~ -- - —--- -—-



d e p e n d e n t  problems. The u n d e r l y i n g  i n i t i a l  value p r o b l e m  does not n e c e s s a r i l y  c o r r e s p o n d

to a n a t u r a l  time d e p e n d e n t  problem (false time p ath m e t h o d s ) .  TI .e c O ’ F V e r g e r . c e  r a te of

a p a r t i c u l a r  me thod may then be i n v e s t i ga ted c o n s i d e r i n g  c o n t i n u o u s  s o l u t i o n s  of the

g i v e n  i n i t i a l  b o u n d a r y  value problem.

Appa rently t h e r e  are two p o s s i b i l i t i e s  to de v e l o p  e f f e c t i v e  i t e r a t ~~or 1 m e t h o G s  t.

solve d i s c r e t e  stea dy state problems .

The discre ti z e d  s t a t i o n a r y  c o n s e r v a t i o n  e q u a t i o n s  (a l l  t i m e  de~ -e r.~~er. t terms of

the ori ginal u n s t e a dy p r oblem ha-i c b e e n  d r o p p e d )  are used d i r e - o t l y to construct some

k ir.d of i t e r a t i o n  m e t h o d  for the r e s u l t i n g  (n o n — l o n e a r )  s y s t e m  of a l g e b r a i c  es,~~a t i o n s .

The s u C c e s s  of ’ t h i s  a p p r o a c h , in g e n e r a l , rem a i n s  a mat ter of luck , s i n G e  only at

a—p os te r i o r i  a n a l y s i s  of the r e s u l t i n g  i t e r a t i o n  m a t r i x  w i l l  d e c i d e , v / e t h e r  t h e  m e t h o d

is a c c e p t a b l e .  N e v e r t h e l e s s  the w e l l — k n o w n  SOB (s u c c e s s i v e  o v e r r e l a x a t i o n )  p r o c e s s

( F r a n k e l , 1950 , Y o u n g ,  19 5 1 ) is an e x c e l l e n t  e x a m p l e  for th i s  a p p r o a c h  for the L a p l a c e

e q u a t i o n .

From a m e t h o d o l o g i c a l  point of view , it appears t h e r e f o r e  more p r o m i s i n g  t o

i n v e s t i g a te f i r s t  the natural time d e p e n d e n t  c o n s e r v a t i o n  e q u a t i o n s  ar.d , if n e c e s s a r y ,

to  m o d i f y  t h e m  ( false t im e  p a t h )  s u c h  t h a t  t h e i r  d i s c r e t e  a n a l o g u e  l e a d s  to  e f f e c t i v e

i t e r a t i o n  m e t h o d s .  T h e  w e l l — k n o w n  Ao l (alternating direction implicit) method , Peace man

and Ra chford (1955) is an example for this approach , where the heat con duction equations

f u r n i s h e s  t h e  t i m e  d e p e n d e n t  p r o b l e m  f o r  t h e  s o l u t i o n  of ’  t h e  L a p l a c e  e qu a t i o n .

The other important advantage is , tha t this approach is beforehand independent of

the actual n u m e r i c a l  method b e i n g  e m p l o y e d  ( f i n i t e  e l e m e n t , f i n i t e  d i f f e r e n c e )  to

discre tise these artificial time dependent equations.

T h e  f i r s t  k n o w n  r e l a x a t i o n  m e t h o d s  ( p e n c i l  c o m p u t a t i o n s , of’  c o u r s e )  t o  s o l v e  e l l o p t o c

d i f f e r e n c e  e q u a t i o n s  h a v e  b e e n  d e v e l o p e d  b y G a u s s  ( 1 5 2 3 )  a n d  S e i d e l  ( 1 8 7 1)  a l t h o u g h  the

t e r m  “ relaxation ” was later introduced by Cou t . w eli. (1?ui ) and Fox ( 1 9 18 ) .  A r e c e r . t

s u r v e y  a b o u t  r e l a x a t i o n  m e t h o d s  i n  f l u i d  m e c h a n i c e , i s  p r o v i d e d  by L o m a x  a n d  S t eg e r  ( T ’c 7 ~~~ ) ,

w h e r e  f u r t h e r  l i t e r a t u r e  m a y  be f ou n d .  T h e  c o n c ] . i s i o n  fr-c m this article is that relaxation

m e t h o d s  f o r  c o u p l e d  s y s t e m s  o f ’  e q u a t i o n s  h a v e  n o t  y e t  b e e r ,  s u f f i c i e n t l y  c o n r i d e r e _ .

2 .  L I N S A F I  R E L A X A T I O N  M E T H O D S

2 .1 A model p r o b l e m

Before starting wit h m athematica l, details , we establish a simple steady otate

p r o b l e m  of  f l u i d  m e c h a n i c s , w h i c h  w i l l  s e r v e  t h r o u g h o u t  t h i s  c h a p t e r  as our  m o d e l

probl em.

The two—dimensional , incompressible potential flo ws , are governed b y the c o n t i n u It y

equation (conservation of mass) and the condi tion of vanishing vortici ty . These are the

well—kno wn e l l i p t i c  Cauchy—Riemann equations

u ÷ v 0 (la)
x y

- v  ~~~u = 0  (Ib )
X y

w h e r e  u , v may denote the v e l o c i t y  c o m p o n e n t s  and x , y the space c o— o r d i n a t e s .  We want

to solve t h i s  p r o b l e m  in a b o u n d e d  d o m a i n , say B • (x .y 0 s x ,y I “ I ,  w i t h  some

p r e a c r i b e d  b o u n d a r y  c o n d i t i o n s .  I n t r o d u c i n g  v e c t o r  valued f u n c t i o n s  f ( v ) ,  g ) w )  we may
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A l t h o u ~-h o.r - p r i m a r y  i n t e r e s t  I S  foc-u sse~o on t oe deve lo:rte - o.t of rel a x a t i o n ,  o t e t h o d s  t o

s o l v e  f i r s t  o r d e r  c o u p l ed s y s t e m s  of e c u I a t i a r . s , l i k e  Eq . (2), we w - l l .  15 15 0- p t f..r a o ._ ote: . t

rs so a n o t h e r  f o r m u l a t i o n  for E q .(2) ar.0 03rr e r a c k  l a t e r  to o u r  o r i g i n a l  , r c r l e m . .

I n t r o d u c in g  a v e l o c i t y  p o t e n t i a l  -I , such th - u t

u = ;  , v = $  , ( ‘ F
x y

to e s y s t e m  ( I )  is r e d u c e d  to the w e l l — k n o w s 1  Laplace equaticn

= + = 0 , ( s
x x  y y

.nich , of  c o u r s e , h a s  t h e  advantage that only one depen. oer.t - v a r i a b l e  is occu ring. The

b o u n d a r y  c o n d i t i o n s  are also by far more easy to e s t a b i s h .

In oroer to apply f i n i t e  d i f f e r e n c e  m e t h o d s , we c o n s i d e r  a typ i c a l  g r i o  f u n c t i o n

t t x  ,y  ) ,  woere the superscri p t  -seno te s the i teration level , be ir.g definedm , r. 51

on an e q u a l l y  s p a c e d  g r Id  wit s , mesh so z e  h , su c h  t h a t  ( 0.1 n a t u r a l  n u m b e r )

FTx m l ;  y = oh ;  m ,n a 0 ,1 ,2 , . . - - i .  — ( 6 )m n 0

F u r t h e r m o r e  the f a m i l i a r  d i f f e r e n c e  op e r a t o r s

x 9 m , n 
— 

~m + 1 ,r. 
— 

m — 1 ,n

8 2 = I — 2~ + ; = + (
~~

)
x m , n m~~ l , n m ,n m — 1 ,n x m ,n st+ l ,n m -1 ,n

are used together w I t h  similar expressions for th e y  c o — o r d i n a t e .  The d i s c r e t i s a t i c n

of t h e  Laplace equation then leads to

( 6 2 + 6 2 }$ = 0 f o r  m ,n 1 ,2 , . . . M— 1  (
~

)x y m ,n

which is a consistan t , Seco nd order correct approximation. One of the most popular

e x p l i c i t m e t ho d s to s o l v e  (8) i t e r at i ve ly is the SOR method , w h i c h  wa s i n d e p e n d e n t l y

developea by Fr ankel (1950) and Young (1954). Although many derivates of t i- is method ,

for example SLOB (successive ~,ine Qverrelaxation ) or improvements (example : SSOR ,

o ymmetr ic successive overre lax’s tion) are exi s t i n g  b y now , we use here the basic form

~
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~
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~
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which may be wri tten as

,
k+t 

• (i  — a)$
k + ~~(6

1~+1 + •
k 

÷ ,
k+1 

+ ) f o r  m ,n a 1 ,2, . . . M - 1
m ,n m ,n I m -1 ,n m + 1 ,n m ,n— 1 m ,n +l

( 9 )

It can be shown that this method not onl y converges for values of tne relaxation

parameter a between 0 < a 2 but may be optimised to accelerate the rate of conver g en c e

significantly, if w is of the form ~‘ ‘a 2 — C 1 h , C 1 0, a constant.
opt Opt

In an actual computed case for a given mesh size h , the number of iterations

to achieve a certain convergence level may be N~ (optimi sed) . If t l . e  mesh size is I-r u

reduced , say , b y a factor of ten for better accuracy, then the number of iterations N 2
(optimised ( to reach the same convergence level w i _ l  be of the order N 2 ‘a 10 I

~~
. Thus

we see that this reduction of’ the mesh size leads only to a rather modest increase of

the number of necessary iterations.

Next we want to solve the system of equations g1ve n by (3), the d iscretise d

version of (3) reads

Al w ÷ BI w • 0 for m ,n • 1 ,.? .,. v - i  (to)x m ,n y m ,n

which is ~~~~~ a co n s i s t e n t , second order correct ap pr o ximation.

Converting (3) into a hyperbolic artificial) time dependent problem

a + A w  + B w  — o  ( 1 1 )
t x y

leads to the possibility of employi n g ~ r,e of t O e  w e l l - h i - o w n  explicit methods to integrate

numerically (ii). We consider here the Optimis e d  two—step Lax-Wendroff method (Lax

and Wendroff ’ 1960 , 1964), in which the first step is a predictor (the subscri pts m ,r.

are not written)

—k + 1 
= 1(s + S )w ~~ - L Al ~k — B 6 (12a)4 x y 2 x 2 y

and the second , final step reads

k+1 k — k+1 — k+ 1a = w  - r A I w — r B l w
x y

for m ,n • 1 ,2, .. . B—i. This method converges in some sens for values of the “r e l a x at i o n ”

parameter 0 r S - , if the boundary conditions are sufficiently smooth and carefully

implemented.

Again we compute an actual case for a g iven mesh size h and denote the n u m b e r

of iterations by N 1 (r = 1/2). Reducing h by a factor of’ ten leads to a number of

iteration of’ about ~‘ 10 1 N 1 (assuming the same convergence level).

It is evident that the Lax—Wendroff method is about three orders of magnitude

slower than the simple optimised SOB process.

this is not at all a trivial matter for more complicated problems. One might also

wonder whether this system is a natural one , since the vorticity is physically not

a conservation quantity. 
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S ince t h e  fr,Ilri rsm ,’n tal cortoe rva oi - - ! . i - ~-.-~ i s ; - i i y v ~~c a a r e  m a I n l y  s y s t em s  of  is-

o r r,~r p a r t  al  d I f O  ieI. t lis l e ;.I~~t ion s , t l .~ c o m p u t a t i o n  t i m e s  to - o l v =  t i e - c  e - ; uat usr,ri

I I I I s r l v a l l y, are ,ix~-eIIs ivel y l o n g  a,.u therefore extreme l y e X ; e I . v l v e - .  T h e - s , a r e

p robl ems , f-o r esarl I’- tr s,r soni c i’Io ws , woer,- firs o or-ic r c3u~ .eo synteri . o -~ f ; artia l

ui ffe- r es.ti a l e quat sor.o sh o u l d  be  emp lo yed, if d i s c o n t u n u i t i e s  are t - . be ; r r .1 e r l v

re; x ,-SeII t ,-o u l s~ .or.ori cail y - -x and h - i .  i - f f  ( 1 - 1 /  - 1 .

~e are t r ~~i r , f- . r ,- ed to th Is .k ar out p o s s i b - i i l t i e s  tO - ,c r- .- ,- r-u ’,e t o e .- :r -ve r ,-en ce

of  i t e r a t i v e  rre t llooIs for co u; led first u- Tier syst ems , nam ely conservation

2.0 1 ~~:.,‘ : 1 -I n i . e  :.t - .1, 10:. - -ii. .: r e - I tx:,t I CU i . i  s t . i ~ -~

- e f l s iu e r  fIrst again tire probles : or  frz -.d ~~- 1 u t ~~ss. s of toe simp le La; lace

e-;-u it t l i l t

Sr  = 0

u i t h  gs ve s . b _ u s c , ~ r - , cOr.-d~~t . - s ,o  ( L j r j c - , l , ’ t -n t h e  r u n - o a r s  o f  B = (x ,y~~C ~ 
x ,y

R e p l a c r o g  t h e  1a . l i u c e e q u a t i o n .  i y t h e  s i m p l e s t  ; o s s i t le  t I m e  u€-p e sser . t 3 r O i . en. , I c  a x e

t:~e (;a r - .i ooli c . r est c.r r ,au cti on eq- c ation for u)x ,yt

= ( 13

u t h i n i t i a l  cc-tU Itions u(x ,y, . ) = u ( x , y )  a n d  t h e  c rime boon,l - sry c o s r i i t i - : n o  as for

li en

v i x ,y, t) = u (x ,v ,t) - ~~ x ,y ) ( 0 1

satisfies equally (13) with ilorrog e sr ioous LOur. darlr co n d i t i o n s  a r c  in i t i a l  values

v ( x ,y, = )  = v = - 8.
0 0

It is clear that the solution of V
t 

— dv = 0 , c a n  b e  w r i t t e n  as

v ( x ,y, t ) - 
k~~i ~~~ 

A
X I ki

t) sin k 1 x s i n  k 2y ,

w h e r e

- ( k~~+ k~ ( t

A
k 5 e an (.6_

1, k 2 k 1, k 2

where the a are the Fourier coeffi cients of v (x ,y). I t  is important to note
0

t out toe harmonics sin k 1 x sin k2y form a comp lete set of orthogonal ei ger r f - u i c t i o n s

of  o u r  L a p l a c e  o p e r a t o r , thus allowing the representation (15).

Xq.( 15 ) may be written as

v = C (t )v ( i t )
0

- crc c(t) re 1.’- ’-v e nt c  an operator. If now the L~ norm is in trc -:u c ei

P H I  = (f  
v j 2  ~x~~y ) ’2 

(15 )

t rier. the norm of the operator C i t )  i n ,  12 w i l l  i s

-

~ 

-- ------



Properties for flat—plate boundary-layer flow.

_ _

I I~ (t) I e t (19)

for all t 0. Since id I is uniformly bounded , it follows for t-.— P I C I  I • 0 , w h i c h

i m p l i e s

Iu (x ,y , t ) - 8(s, y ) II ; (20 )

the s o l u t i o n  of the u n s t e a d y  p roblem v (x ,y , t) conver ges un i f ’orm 1~ to the s t e a d y  state

solution l ix ,y) wi th the same boundary conditions , independent of the choice of the

initi a l data.

The existence of a norm and the coSpletness of the ei genfunction s w h ic h  we

have used to construct the solution , define a Banach space. The fact that the operator

C C t) is bo -und e -i and , th a t

I i d  I 1 (21 )

implies , of course , automatically that the time dependent problem is well posed.

The c o n d i t i o n s  of well posedness are ~eu aliy by far weaker than l I c l i  = 1 .

In order to solve A~ = 0 with a different approach , we next consider the

(h y p e r b o l i c )  time d e p e n d e n t  p r o b l e m

= du ( 2 2 )

together w i t h  t w o  initial conditions and t h e  s a m e  b o u n d a r y  c o n d i t i o n s  as b e f o r e .

S u p p o s e  t h a t a s t e a d y  s t a t e  s o l u t io n  • ( x , y )  i s  e x i s t i n g ,  i n s e r t i n g  (ii) into (22)

y i e l d s

= dv ( 2 3 )

with homogeneous boundary conditions. This time the Fourier coefficients are

± ~ ~~~A a e (24)
k 1 , k2 k 1 , k2

and the no rm of the step operator C (t ( will be

I I c (t )I = 1 , (25)

The solution v (x ,y, t) , represented by Fourier modes , will therefore not converge in

L2 (B) to the desired , and nevert heless e x i s t i n g ,  s teady state solution. The p roblem ,

of c o u r s e , is well posed in L2 since th e norm of the operator C (t) r e m a i n s  b o u n d e d .

We conclude from this discuss ion that the condition of well posedn ess for time

d e p e n d e n t  pro blems does not n e c e s s a r i l y  imply the c o n v e r g e n c e  of ’ the unsteady solution

to the s teady state. It is , of course , hopeless to expect that t r a n s i e n t  solutions of

a time depen dent p r o b l e m  will ever converge to a steady state , if the problem is n o t

at least w e l l - p o s e d .

C o n s i d e r  no w a general linear e l l i p t i c  boundary value problem of the form

L(u ) = 0 (26)



7

ai th given boundary condition in a general bounded domain. Let the steady state

so l u t i o n  be u (x( , u O . e , - e x denotes the set of independent variables.

A general class of ’ a r t i f i c i a l  ti s. e de ;end er , t equations may be written as

RI- ~-~~) = L (u) (27)

w: er e tO,e time d e p e , , , I e : ,t  o p e r a t o r  h , ~ l~0t i s  : e f s n e d  b y

= + 
~~~~~1 ~~~~~~~~~ 

+ , , . a~ - (281

w, t O . ,for t,:e m- - cre,,t - o , r . s t l , I . t real coefficie n ts a ,c~ = 1 ,2 , . - n . ~‘ scing on both s:,,es

of _ o ) the term A u , le ads to sol -oti is of the I nc., of which we write onl y a ty p Ica l

term ,

0 _ n
U — I X  o. b .  e “ v i x )5 —  .1

a n u  .:.ere the v (x ~ r e p r e s e n t s  tt .e el get solutions of the elliptic operator L ’ s

L(v. I A v . = 0 ( 3 0 )

.t :, p o s i t i v e  ei g e n v a l u e s  A . .  In order to find the values o . (they are assumed to be

i i s t i n c t for a moment), we obtain from the left hand side of (27) t i e  characteristic

p 1 y aim ia 1

h o) = 5
n
0 ~ a5 _ 1 0

n 1 
• , ,  + a~~0 + A = 0 , ( I i )

for the n roots a . f o r  e a c h  ei genva lu e A ..

The solotion - f  Eq. 127), using the n ( g i v e n )  i n i t i a l  c o n d i t i o n s , m a y  a g a i n  be  r e p r e s e n t e d

as

u(x ,t )  — u ,  = C ( t ) ( u ( X , o )  — u )X () (32 )

T a k i n g  t O o  rOrm , we o b t a i n  ( t h i s  r e q u i r e s  a g a i n  t h e  c o m p le t e n e s s  o f  the eigensolution v ,

P u ( x ,t ) — u x ,  - I c ( t  H I Iu (x ,o) — u (x) I l  . ( 3 3 )

llup;o se noJ that the norm of the operator , I l o l l ,  i s  u n i f o r m ly b o u n d ed , t-y less than

one for I. = a , t i e n  u ( x ,t ) — u ( x ) I  P converges uniformly to zero for t , w h i c h

agai n establishes the convergence for any set of’ initial conditions. We now int r o d u c e

the foli~,win , J e f I r r l t i o n .

Defin ’. t , o r , . t s ’ - -,rt ficia l time dependent equation 1 27 1 is called a relaxatior, equat i~~o

of order n if a t , :: only if the norm of the operator , P P c ( t ( I j  , i s  u n i f o r m l y  b o u n d e d b y

c l t ) -  = i- ( t )  e c a 0 , real and K (t) a polynomial of degree m < n aith p o s i t i v e

c o e f f i o l e n t s .  The time sep endent operator R (-
~-~~) will be called a rel~~xat i cn -operator

of order n .

W e then nay nummar s ze the p -recedin g d i s c u s s i - n .  The time dependent solutio t of a linear

relaxa tion equatuon of order n with n i~~dep :n dent in i t i a l  c o n d i t i o n s  and the same bc -un-

dary conditions as for the steady state problem converges unif -= rml y Si - the steady nt a ’ e ,

inaep en dent of the initial c o n d i t i n,s . The proof ’ comprises two es s e n t i a l  p o i n t s , namely

A n  m i g e n v a l u e  A = 0 c o r r e s p o n d s  t o  a ,rs N eumann p r — I  lee for ti - re ,apla: -e equ ati n ,

w ser ,~ In arbitrary c onst ant c ar l  l e  added to the s o I 1 ’i : r..
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tir e e x I s t e n c e  u s a  complete Bet of’ e :ge i. f ’unc t ion s for the steady state operator Lii),

and t he re ,u : r e m e n t  that all r o o t s  of ’ the c h a r s o t e r l o t i c  p o l y n o m i a l  2(o) = 0 (Eq .3’ :

have n e g a t i v e  rca. parts. T h i s , in p a r t i c u l a r , re- l u res the e x i n t e r ,c e  of p o s i t s v e

e~~g e:.valu e s.

It is i n t e r e s t i n g  to note t : a t  i n i t i a l l y  the error norm can ,r_ w w i t h  i n c r e a s I n g

t i m e , a ; n e r o c m e n o n  o f t e n  o b s e rv e d  f o r  o ; r - i m i s ed re u x a t i o n  I , r c c e O 1 r e e .  Th is , of co u r s e ,

is a cons e ,ue , oe of m u l t i p le roots of ’ t i e  c h a r a c t e r i s t i c  p o l y n o m i a l .

f r o m  a p r a c t i c a l  p o i n t  of  v i e w , i t  i s  i m p o r t a n t  t o  k n o w  t i - . e  c o n d i t i o n s  f o r

w:,ic h all roo ts of the ci, a r a e t e r i s t i c  polynomial h Sv e n e g a t i v e  real parts. These

a l g e b r a i c  c o n d i t i o n s  are known for q u i t e  long t i m e  as Rout h-}lo ra- itZ (1877 , 1 8 9 5 )

cri t e r i a

A n e c e s s a r y  c o n d i t i o n  is that all coeffic s ents of’ the polynomial 2(c) = 0 (35a ~ m . nt

e x i s t  and  m u s t  h e  p o s i t i v e .

Suf f i c i e n t  c o n d i t i o n s  are g i v e n  b y D
r 

0 , whe re th e 1
r 

a r e t h e  s - c i - i e t e r m i n a n t s

of t i - c  followin g de terminant

a n _ i  5
n -3 

S
5 

. . .
a
n 

a
2 

a
4 

. . .

o = 0 a~~_ 1  a0_ 2 (35b )

0 a
I n -

I 
- - . -

0,
For a second or der polynomial the n e c e s s a r y  c o n d i t i o n  is also s u f f i c i e n t . The s u f f s c s e n t

c o n d i t i o n s for som e h i g h e r  order p o l y n o m i a l s  are given belo w

Ind o r d e r  a 2a 1 — a 3 ap ‘ 0

4 t h  o r d e r  a 1a 2 a 3 — aa a~ — aQ a~ > 0

3 6 )

5th order a3a,, — a 2 a5 5 0 and

(a 3 a,, — a2 a 5)(a 1 a 2 — a 0 a 3 ) — (a 1 a ,, — a 0 a 5 )2 s 0.

There are a number of p r a c t i c a l  situat iOo s , where the time d e p e n d e n t equation (Eq.2”)

has a form , w h i c h  would not allow immediately the application of’ the results , Ce ha v e

O b t a i n e d 50 f a r .

As an example , we c o n s i d e r  the well-known time d e p e n d e n t  e q u a t i o n  of acoustics ,

w h i c h  we want to t r a n s f o r m  into a r e l a x a t i o n  equa tion. This e q u a t i o n  reads , whe r e

•(x ,y, z ,t) is the p e r t u r b a t i o n  p o t e n t i a l , and M the ( c o n s t a n t )  Bach number

M 2
~ + 2 M 2

~~t 
— (i — M 2)$ — •y y  

— 
z z  • 0 ( 3 7 )

t h e r e  a re , of c o u r se , a l s o  O t h e r  p o s s i b i l i t i e s  to  d e t e r m i n e , w h e t h e r  R e ( o )  0 .
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A simple relaxation equatio n would be it1 2
~~i).

+ w i’i~~~ + y . 1  — ( i  ~P ’ ) A  — - = 0 (3€~t o  t t X  X X  ,~ Z Z

~ here a represe nts the ( p o s i t iv )  i r i v e n i r ’ re laxat Ion time. A ph ly i s,,. a tr ar.o fo - rora tI or.

= ~ + x; = x , n = y ,  = z.

y i e l d s  t~ .e canccniio rv 1 f o r m  o f  (38)

~~~~~~~~ 
+~~~~~ 2~~ - ( i - M 2)

~ - 8  -
~~~~ 0

1 — y 2 ~ ~~ rpfl

h e n c e  t h i s  ~ r t i f i c i u l  h y p e r b o l i c  t i c . e d e p e n o e n t  e q u a t i o n  ss i n - r e e d  a r e _ a x u t 1 0 0

e q u a t i o n  for values of M x 1 .

We may also contr u ct the set of ei ge - s. so luti c ns for tf.e steady i - t a t e  -I r l-rator

L ( 8 )  = (i — M °)~~~~ + +

leading to the eigenvalue problem

+ = ( i s

which has a comp lete set of eigens olut ions for values of < 1 .  Finally we obta~~n tb. e

characteristic polynomial

B2 
02 + w i I Y O + A . O (x ~~a)

I — 142

of which the roots have all negativ e real parts , provided ti- rat A . a 0, i~5 1 , a > 0 .

If now Fourier series are considered , we may either use the ori gin al time

dependent equations (38), or the canonical form (50) to o’o t a i n  the te m ~- cral aiti lif ic-

ation factor for the errors between the transient solution l(x ,y, z ,t) and ti.e st - o s-d y

state one.

Since we have a linear proble m , only a single com p onent needs to te c o n s i i e s - e - d .

at i (k j X + k2y + k1 z)
-~ ( x ,y, z ,t) — ‘a ~ (k 1 , k 2 , i-s 3 ) e e

,,‘rere the k 1, ~~2 , k 3 are the wavenumbers , leading to the fol w in g cha racter i st c

pol yn omial for Eq.38

P ( o )  = M 2 o 2 + 142 (a + jk 1 )o + (1 — M 2 )k~ + k~ + k~ = 0

with a comp lex coeffi cjent , In order to guarantee that for all - a i m r s s i h l e  w a v e : :u m i e r s

k 1 , k2,k 3, the erro rs are t e n d i n g  to zen— for t * a , the roots of P(o) = 0 , must have

ne gative real parts. The R outh — Hu rui tn conditions (Eq.35 ), however , cann c ’r b e  a fl—l i ed

immediately, since a com plex coefficie n t is occuri ng .

The new polynomial H(a) s P(a) p (a) = 0 where F(o) is I’ia) wit S ’, t i - : C  co mp l ex

conjug ate coefficients , has only real coefficients. The real parts of the rO o ts i- f

ar e not altered c o n s i d e r i r 1 - H(a) • 0, the p- roof for ti - _ i s  b e i n g  ob a j o - u n .  The

resulting forth—order polynomial in a may t n e n  h - c i n v e - o s i g a t e l  a p p l y s r g  t h e  Pcu ti--

Hur w its condi r ions.
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1.1 r d  t o  Cu:: di t j Ü f l  t t : i t I~ I , a- t i - o u t  r ~- r n  r 5 i r. t 3 t t ’-  ~— x p -  I - -

kn o ale ugs of tn e eigo r :soluti ori s sri : e r g e s ’ .r i l - uou c-f ti- ,e stea dy £t ’:tr- o; ‘-r at n uS

r e l - u x a t i o n  e l u a t s o r , . W e e xpect that t h i s  c u r I o s - i t  c an  be g - s ’ ~naI~~ss-u .

So fur a,- s a v e  treated certain classes of C o nt li - -uc-u s r e~~ ax a t o:. e q u a t i on s  f~~ r

eser ,erat (Stead y state) elli p t i c  operat -~ rs . Consider s, w the stead y ot ate li r .e~~r

op erator w i t h  con stant c o e f f i c i n ’n t s  i n  t w o  s l a c e  dime ns ions , e x 1 n ’ - ‘-u 53  Is system

L i x )  A x + A x ,
x y

w i - s - r e  t h e  m a t r i c e s  A , B a r e  of dimension m , wi th real co ef f i c i e nt s , tl. e vector

representing the set of unknowns. Furthermore we introduce a matrix P (k~~ ,k 2 )

P = k 1 A + k2 B with — a C k 1 , vr 2 < + = k 1 ,k2 ~ 0,real  , 1. 1. )

:‘he operator t (w) is called elliptic , if for al l k . wi th the possible e x c e p t i o n

k1 = k2 = 0, det(P (k 1, k2)) ~ 0. It is called h y p e r i - c - l i c, if the cha r a c t e r i s t i c
— 

condition det P (k1, k2) = 0 is identically satisfied for - r e r t a i n  values of k 1, k2~ 0-

These definitions are still useful , if the matrices contain variable coefficients ,

depending even on t i - r e  u n k n o w n s  a’ . For our model problem (Eq .3) i t is easily s’eri i’ied

that the operator is elli ptic.

We want to solve the homogeneou s problem 9.(W) = 0 in a bounded space dom ain

with appropriate conditions on the given b o u n d a r y . The proper formulation of ti .ece

conditions , is not at all a trivial matter , since the operator may be elli p t i c  or

hyperbolic ar,, may even change its type , if a variable coefficient pr ob err. is c onsidered

(transonic flows).

Consider now a set of artificial time deper .rient equati or .s wh ich may be w rit t er, as

~~X t ~ 
‘
~~~~~~~

‘ 
. . . ) = t(~ 

) ( 1 5 )

where t o e time dependent operator is a vector valued fu n ction , contain iro p- a certain

amous , t of time anu space—ti m e differentials for -x u s c  c o e f f ic i e n r t r , w h i c h  a r e , in,

general , matrices with variab le coefficients. Th,e formidable prcbl em , whether this

artificial t i m e  d e p e n d e n t  e qu a t i o n  is a relaxati or, equation , in the sense t i - a t  our

o p e r a t o r  P C(t) is uniformly b o u nued by less than one for t * a , certainly eannc t

be scl~~ed immediately.

In under to attack t i - r i o  p - s c - b i e r., xe shall r e  the following a s sum p t i o n s

i i)  We consider only linear p - r o l l e r, ; .iti - .  constant coe f ficie n t s . The error between

the time depen u er .t solution , ~ (X ,y , t a d  th e steady state s o l u t i o n .  ~~~~x ,y)

therefore satisfies a l s o  b q . (W S i  as t Ir h o moge n e ous conditions on the boundary

(ii ) Sin ce the ei g en s o l u t iu r s  of the op e r at - .n ~ (w) are not kn c w r ,, (t i e ’ -  may not even

e x i s t ) , we shall use Fourier—series , or s,,ore general , Fo- .rier transfo rms , to

represent the solutions.

As a cons eque n ce , the influence of the conditio n s on . t i- re b- c - u n d a r i e s  is rot

taken into account p r o p e r l y, e x c e p t  if p e r i o dic i ty cci r rd t i o n s  a r e  assumed.

T h e  e r r o r  b e t w e e n  t h e  tin ’- dep ”r~den t solution and the slea d s - st- s t e s o l ut i on

• 0 then ty pi cally may i t ’  r e p r e s e n t e d  t y

v ( x ,y,t) ‘a ~~(i c 1 ,k 2 ) e x p  ~s i t  * i ( k 1 x + k 2y)] I = i
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~:en e k i - ,  k, d e n o t e  tsi e a’5Vez.~~5 .hess and t i l e t e r m  .xp(u t) the familiar am p l i f i c a t i o n

factor. Inserti ng t h i s  into th e a r t . f s c ~~al t im e  ds -; e n o e n t equatior , )= t~ leads t o  tr, e

r . l l — - w s : g  e sgen v a l ix e p r o b l e m  f .n o

d e t  ( H ( o , k 1 , k 2 )  - x i 1 e i - , k 1 )~ = 0 (= ~~l

ah en e  the mis tr is it rep resents t i - c  Foun ’.er tn ’srr sform of the t :it e d e ; e s : d e s . t o p e r a t o r  Ii
ul’ b q . - .5. The set -~f ar t ific j a. t ,m s -  d e p e r r se s . t e -~ u a s  i o n s  a r e  c a l i c o  r e l a x a t i o n  e rjia ions ,
if alt ei gn’srval ues o c - f the c om p l e x  c i g e r r u a l - c e p roblem (bq. 1.’~) have n e g a t i v e  real p - a rm s

for it.O wavcs, .mcer S 0 < k .  < a  -

T i - i s  c o r i d o t i o n . , w i - ric h ,  of course -sass be a p p - l i d  also for a single time depec .oent
1 p r ob l em  is p rx’oab ly ri o t s- u f f i c i e n , t  , p s - ’ * st i c a i  e v u d e n c e , :.~~w eoe r , c lear ly i n d i c a t e s  it

n_ cc es ar~ character for that Ci t ) I is un , i i’~ rn 1 y ho us, - le  b y  l e s s  t nan one for t *

There are ta ’; in t e r e s t I n g  s i t u a t i o n s , a s e r e  one Dr even m ore c may cc zer .

iiis~~)Ose tria t one o is zero indep end ently of the wave nun c cr5 . Thi s leads to ti-r e
“ oa t a ct roprr i - ” tnat the stead y state w o l l  .epe:r d or, the initi a l d a t a ,  le v e rt s .eless

Sher e are exam s-le s , ar, ere th is phenomenon has a very si gnifica n t p n y s i c a l  m e a n i n g  as

- - as i l see later. It may al so occur (su p er s o nic flora ’s ) ti - at Cr I 1 V 1-o r c e r t ai n  w a v e r , u m c e r n

= 0. l i - i s  arises for ti- .e a r t i fi c i a l  t i m e  d e p e n d e n t  p - r o t  is - n (Eq, =5) if th e

o : u r ’ s c t e n i s i t s c  c on d i t i o n , d e t  P ( k 1, k 2 )  0 i s  i d e nt i c a l l y  s a t i s f i e d  f o r  c e r t a i n .  C .

Is’, con sequence , the relax atron operator m u s t  be  m o d i f i e d  if “ dampdng ” is  re c,ulred in

n e g i o na  where L ,. is hyp erbolic.

Finall y, we note that the problem of optim isation. w : i l  be treated in. c onnection

ar ts ,  ojiscrete relaxation methods.

As ass example , let us consider again the artificial time deperider. t ecu atio ss

(s.c. Eq . i i )  for our model pro blem.

+ ,‘ .~ + Ow = 0 ( ‘ 1 -I x y

t he matrix P has the form

k i- Ic 2

Ic 2 k 1

so that det P = — (k~ + k~~) � 0 for Ic 1 , k 2 s U . Che ed gen v a lue pr o b l e m  (Eq .i~~ lead s t o

o + i ~~~(k 1, k 2 ) = 0; p = 1 ,2

where the u , a ‘ k’~
’ 
~~~~ are the e iven ,va lues of the matrix P. Since Re (c) = C f o r  a .

.aves: -omh ers Ic . ~ 0, our art o foetal tsme dependent pro b lem is not a r d l a x a t i ~~si e q- ,.at -

A s a cun se q-u e r, ce , we expect that scne nsr es w i t h  l i g i. order stab le ap p r o x im a t s o n sI
Eq. 1 1 w i l l  eor.verge extn e r ’o i y s iro -x to the stead y state.

li ru ff i c len,t c o n l i t i o n c  nay Ic ob ta ined w I t h  the S o — c a l l e d  “ e s . e r .  ~~~~
into ac c o u n t  t i - c  boundary coc d i t ion ~~. 
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2.3 Convergence and rate of conver gence o~ discrete iterative meth ods

It is evi dent that the ideas developed in the last chapter may be used

immedia tely to construct discrete relaxation methods , which are consis tent approximation s

of the time dependent relaxation equations. Before proceeding along these lines , we

consider discrete iterative me thods without rererring to the explicit knowledge of the

underlying continuous relaxation equations. As an example we may take again the SOR

process

- 

~~m ,n 
+ + •~~+1 fl 

+ + •~~~n+1
) ( 148)

for m ,n 1 ,2, .. M— 1 .
Thi& equation belongs to a class of two level schemes for one grid function

m n ’ which have been analysed sufficiently in the literature and therefore this needs not

be repeated here . The problems involved are the conver gence of the iteration , the

uniqueness of the discrete steady state Solu tion and the formulation of an error

es timation for the iteration. Assuming that these questions have been answered , then

the important practical problem remains , how rap id the iteration converges. This aspect ,

which is of direct economic interest , therefore usually determines the popularity of

a method.

Suppose that the class of two level schemes have been written in matrix form ,

such that

$
k+l

T ,
k ( 1 4 9 )

where is a vector (of dimension 2(M—i ) in our case), collecting all values for

m ,n 1 ,2, .. M — 1 ;  T is a matrix (called iteration matrix) and r another vector , indepen-

dent of the iteration level. Suppose further that the operator T is uniformly bounded

and has the property of contraction , such that for two elements x ,y of the Banach space ,

the followin g relation holds

II Tx — Ty ll ~ L ~~y 
— x l t  (50)

wi th 0 < L < 1. As norm . 
~~
, we may use the discrete euclidian , or any other suitable

one. Then the wel l—known fix—point theorem (see for example Collatz (1961k)), guarantees

not only the convergence but also the uniqueness of the final solution of the iteration

for arbitrary ini tial conditions. The assumption of a Banach space is a statement about

the completeness of this linear space , or — in other words - that a Cauchy sequence

{~~
I(
) has a fix—element , which is again an elemen t of the Banach space . The usual problem

is to find bounds for the operator T, such that the con tracting property is es tablished.

For linear operators , we may use L = I T t I with the requirement I TI 1 . Since for the

same operator T the norm I TI I may be greater or less than one depending on the vector

norm employed , the con ditior I I T t I < 1 is only sufficient .

A necessary an d sufficient condition is that the spectral radius of the operator

p (T) is less than one , where the spec tral radius is the maximum absolute ei genvalue of T.

We therefore may put L ~ (T). It should be mentioned that p (T) is not a norm , in general ,

The followin g equations holds for any matrix

x
The equal sign holds for normal matrices.

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
_ _  _ _ _  A
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I I~~l I T I I n . (5 1 )

For the e.~c1idean vector norm , the corresponding matrix norms (spectral norm)

is

I l i lt = /A (T
A T)  with i

x _

max

the square root of the largest eigenvalue of the matrix I multi plied w it ?. its complex

conjugate transpose.

It is easy to show that the following Simp le error estimation of the iteration

holds

— •
k 11 

~ 

L 
1$
k 

- ,
k_ l

tI (53)

where denotes the fix—element (solution) of the iteration prcce ss.

Fin ally , a measure for the rapidity of the convergence may ~e introduced ,

observing that — roughly speaking — the error is reduced by % factor of p(T ) by each

iteration. The reci procal rate of convergence of the method is defined by (Young (19514 )).

R R ( T )  • 
1 ( 5 1 4 )

— log10p (T)

One shows also that the asymptotic number of iterations to achieve a certain convergence

level is proportional to RR(T).

For small mesh size h , the spectral radius may be developed in powers of h ,

leading to

n
p (T) • 1 — 6b with real constants 6 ,n > 0, independen t of h. (55)

Insertin g this into Eq.514 yields

R B(T)  ~
. -~~ h

_n 
(56)

It is therefore desirable for an effective iteration process to minimize n and to

maximize 6. It is usually by far more important , to make n as small as possible than

to maximize 6.

The trouble with this beautiful fix—point theorem is that there are many methods ,

where the application of this theorem leads to extremely difficult problems . We have

seen that the heart of the fix—point theorem is the contraction property, leadin g

(in our formulation) to the problem of determining the spectral radius of the iteration

matrix. This turns out to be extremely difficult , if , instead of a single equation ,
like the SOB process , a coupled system of iteration equations must be considered and/or

of the implemen tation of boundary conditions destroys the uniform structure of the

iteration matrix. Problems with variable coefficients or even non-linear ones lead to

additional complications.

In order to develop alternative conditions for the convergence of iterative

methods , especially systems of equations , we consi der first again the iterative solution

of the Laplace equation.
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Suppose that the following discrete iterative method for a single grid f un c t i on

,k+i 
—

B m.n m .n 
• A ,k ( 5 7 )m ,n

is a consisten t approximation of a well—posed artificial or natural time dependent

equation , where B ,A are linear , urziformily bounded difference operators with constant

coefficients , dt being the time increment. Let A be a discrete approximation
X 

of the

Laplace equation

A+m n  = = .!.~ ( 6~ + 6~~) •m n  . (58)

Since Eq.(57) is linear , the error v~ n between the transient solution •
k 

n and the

steady state solution of Lh($) 0 with given boundary conditions satisfies also Eq.57

with homogeneous boundary conditions.

Suppose that the operators A ,B have as ei gensolutions Fourier modes , then the

following representation of the error may be used

14-1 14-) k
vk = I I a (h ,k1,k2,dt) sin kjhm sink 2hn (59)

‘ k1 1 k2 i

where ak = g a
k_ i 

g
k a° and g(h ,k1,k2,dt) is the contraction factor of the

general iteration scheme

v
1
~~

1 
• c v’~ (60)m ,n m ,n

with the “step operator ” C • E + dt B
1 A (B~~ is assumed to exist); the norm of the

step operator in L2 then yields

I t c h  = max Ig(dt ,h ,k 1,k2)I (61)
k 1,k2

The k— th i t e r a t ion  may be w r i t t e n  as

k k ov — C  v ( 6 2 )

where  v0 r e p r e s e n t s  the i n i t i a l  error . Taking the norm (L2 ) of Eq.62 we obtain

tI v k h I ~ t j C k H II v °Il ~ II c II k hl ~0lI ( 6 3 )

leading to the conclusion that the method converges to the steady state , if and only if

I IC~~ I . 0 for k -x ~ for arbitrary initial elements. Since the norm of the step operator

C is bounded by less than one , the condition , that the absolute value of the contraction

factor must be less than one for all wave numbers k. ~ 0, is necessary and sufficient.

In order t~ achieve the most rap id convergence , we select the time increment dt

such that the norm hl c Il is minimized . Since Eq. (57) is a consistent approximation of a

time dependent problem , there exists a relation At f(h), in our case At • sh 2 , s 0

There are possible scheme s, where A approximates Lb Only in some sens .

i
— •- _ . _

~~~. - 
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such that the norm I l c h l  can be minimis e d with respect to s

g mm I t c H  = mm g (s ,h) ( 6 1 4 )
O<s~~s O< s ts ~

max m ax

where the relaxation parameter s is bounded only by a stability requirem ent. Furthermore

the rate of convergence can be defined Similarl y.

H R ( C )  1 ( 6 5 )
—log 10 g ( s ,h )

with g < 1 , we ex p an d g ( s ,h) in powers of h , s uc h tha t

g • 1 - d(5)h
n 6(s) > 0, n > 0 (66)

leading to the representation of RR (C) -
~ h 1

~. C o m p a r i n g  t h i s  a p p r o a c h  w i t h  t h e  p r e v i o u s

one , there is much similarity. As a matter of fact , all we have done is chang ir~g the

Banach space.

Let us now consider general iterative schemes (in two -dimensions , for V

simplici ty), which may be written as

k+ 1 k

R (A t) 
W
m ,n = H W

~~~ n 
(67)

where the matrix operators H and H are containing linear difference operators wits

constant coefficients and where the w~ n r e p r e s e n t  a vector of dimension m , At being

the time increment. Suppose that R(A t) and H are u n i f o r mly  bounded and that the inverse

of E(A t) is existing. Let us further assume that Eq.(67) is a consistent approximation

of an a r t i f i c i a l  or n a t u r a l  t i m e  d e p e n d e n t  p r o b l em , n o t  n e c e s s a r i l y  a r e l a x a t i o n

e q u a t i o n  as d e f i n e d  i n  t h e  p r e v i o u s  c h a p t e r .

Introducing the errors between the transient solution and the steady
x

state, denoted by W , we obtain again
m ,n

~~~~ = C v~~~0
; C — E + A t H  H (6e- )

wi th the assumption that H w = 0 and that a steady state exists. It is also important

to note here that the steady state solution vector may well contain more components than

the original steady state differential problem would require to be completely specified.

The practic al essence of relaxation methods is indeed to add artificial equations to

the o r i g inal problem. Since the steady state solution vector w~ r. 
con tains more unknowns

tha n we a c t u a l l y  n e e d , the consistency conditions ensures that for vanishing mesh size

F no additional steady state differential operators other than the required one are

appearing.

Sup pose now that the errors can be represented by Fourier series~~~hen we

may wri te for a typical component

n 
~~ g

k 9 ( k 1, k 2 ,  . . ) exp Ii(k i hm + k 2 hn)~ ( 6 9 )

where g repre sen~~s the contract i on . Insertin g into E q . ( 6 8 )  y ields the following

eigenval ue problem for g

- —----V - --- --~- -——‘- V ---—5 -.~~~~~~~~~~~—~~~~~~
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det [R( g — 1) — At H]— 0, (To)

V w h e r e  t h e  ope ra tors  R,H are the Fourier transformations of the operators B , G.

Then we def -ne : the system of Eq. (67) are called relaxation equations , if

the maximum absolute eigenvalue of the step operator is bounded by less than one for

all wavenumbers k . ~ 0 satisfy ing maxjk .h I ~

A gain there exists for some applications the possibility that g — 1 for

all wavenumbers , which requires special attention.

F i n a l l y ,  we can state that the iteration scheme conver ges to the consistent

s teady s t a te s o l u t i o n , if the system (Eq.67) are relaxation equations.

All we have to show is that h I C ’~l h + 0 f o r  k -x — , where C is the Fourier

transform of the step—operator.

T r a n s f o r m i n g C by a u n i t a r y  m a t r i x  U i n t o  u p p e r  t r i a n g u l a r  f o r m , we obtain wi th
aUCU = D + V , where

g1 O V 12 . . . Vim
g2 V

0~~ 
Vm-im

gm 0
h e n c e

ll c ’~I I tt (U CU ~~)
’
~I I = I I (D + V ) k I I and , after a little algebra , u s i n g  t h a t  V is

c e r t a i n l y  a l so  u n i f o rm ly b o u n d e d

n-i
I I c k I h  ~ I (~ ) II D h I k 

~I I v II ~ for k m — 1
j 0  ‘~

Now , if all the eigenvalues of the step operator are bounded by less than one in modulus ,

then  t I C
k 11 -, 0 for k + — .

One i s therefore tempted to believe that the boundness of the spectral radius

is a necessary and sufficient condition. This is , however , not true , since the fundamen tal

assumption namely that Fourier series can be used , is—with the exception that C is a

normal matrix — not justified as they are not ei ge n s olu t i o n s  of t he  o p e r a t o r  C

Never theless , t h e  con d i t i o n  tha t h~ 
(k1, k2 )I < 1 for ‘I — 1 , .. m , k .  ~ 0 is

ce r ta i n l y  a n e c e s s a r y  one , as also our practical experience indicates.

Since relaxation schemes have the property that 
~~ 

< 1 for all wavenumbers

~ 0 with max .Ik~ ht g s the concept of “dissi p a t i v e ” schemes , first introduced by Kreiss

(19614) may be generalised. Indeed , relaxation methods are necessarily dissipative , s i n c e ,

physically speakin g, the entropy increase is positive for a relaxation process.

From a practical point of view , it is important to know algebraic conditions for

which the eigenvalues of the step operator C are bounded by less than one in modulus.

5 - - - —.— ~~~~~ —— —- ~~~- -  - - V  V
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Suppose that the eigenvalue problem for g Eq.(70) leads to the following

characteris tic ‘polynomial of order m with complex coefficients ,

P(g) — a g
m

+ am_ l a
m _ i 

+ ... + a1g + a
0

O (72)

Applyin g a transformation g — 
l’ 1 where z is again a complex variable , map s t h e

in terior of the unit circle on to the left half plane of the z plane.

Inser ting the transformation into ?(g) — 0, y iel ds a polynomial

Q( z) A m 
+ A a + . . . A 1 z + A 0 (72a)

m m- 1 o

wi th coefficients A .  Suppose that the coefficients A
r 

are real; then the Routh—Rurwitz

con ditions (Eq.35) provide necessary and sufficient conditions for that Re(s) < 0, or

< 1 . If the coefficients are complex, we cons truct a polynomial H (s) s Q(z)Q(z) — 0

wi th real coefficients only. For a second order polynomial , the conditi on a
r 

> 0,

r - 0 , 1 ,2 are necessary and sufficient. Finally the problem of determining the rate of

co n v e r ge n c e  m u st be c o n s i d e r e d , s i n c e , sif ter a l l , this is besides the contraction

property of the step operator , the most interesting quantity to compare methods with

each ~,t her.

I t i s  evident that the rate of convergence is determined by the spectral radius

o~ the step 5~çera tor (iteration matrix) C. From the representation of the errors (Eq.69)

~t follows that , the are the eigenvalues of the Fourier transform of the step

~~‘rator , and therefore are determining how these errors will tend to zero for each

w av’nusber. Since conditions on the boundaries , excep t period icity ones , are no t taken

i n to a c c o u n t , we are in general unable to find the correct wavenumbers , which minimis e

the 3pectral radius of the transformed step operator.

Never theless , using the consistency condition , to re place At by a function of

h , we d e f i n e

g ( h ,k., s )  — max i t
1 <v~~m

w h e r e  h , k., s are the m eshsize , the wavenumbers for each spatial coordinate , the
.1 0

relaxation parameters , respec tively. Suppose that the steady state operator of the

o r i ginal pro blem is elli p t i c , the characteristic condition det P(k.) with k. ~ 0

b e i n g  p o s i t i ve  f o r  all  w a v e n un be r s , one observes that the rap i d i t y  of c o n v e r g e n c e  of

a me thod is governed by the fundamental m’-des , which are the lowest possible wave—

numbers corres ponding with the boundary conditions while stability requires that the

hi ghest possible modes remain bounded.

Th is a l l o w s  us , to expan d g
0 

in powers of h for fixed wavenunbers leading to

an e x p r e s s i o n

g — 1 — 6 ( s , I k . t )  h
r
~, 6 > 0 , k. ~ 0, fixed.

The me thod is optimised if , for a fixed wavenum ber , g is m inimi sed with respect to

the relaxation parameters. Details will be given later.

2.14 Examples a~ d simple relaxation operators

The following brief review of a few well—known convergent iterative methods

is not in tended to discuss in detail their application and the derivation of their
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respec tive convergence rates , but to identify an d discuss the underlying time dependent

relaxation eq uations and operators. Again , for simplicity, we consider first the solution

of the Laplace equation with Dirichlet conditions in a bounded domain B • (x ,yIO ~ x ,y ~ i}

an d treat later systems of first order equations in the same domain , corre sponding with

our model problem. We refer to the notations introduced earlier.

Consider the Jacobi method (Jacobi (18145)

- ! (S + s )~~k — 0 f o r  m — 1 ,2, ... M—1 (75)
m ,n ~ x y m ,n

which i s the simplest , explici t , two-lovel iteration scheme requiring only an averaging

of the neighbourghin g values of 
r~ 

Rewriting this method as an approximation for a

time dependent problem , gives

•
k + 1  

— •
k 

— s ( 6 2 + 62)~~
k 

= ( 7 5 a )  
V

m ,n m ,n x y m ,n

where the step parameter s (s ~ 
-
~~ for conver gence) may now be interpreted as a relaxation

parameter. The asym ptotic number of iterations to achieve a certain convergence level is

pro portional to the reciprocal rate of convergence (Eq.514). For the Jacobi method , one

obtains RB = 2/w 2 h
2
.

In order to establish the correspondence between the iteration process and an

(con tinuous) initial value problem , let •
k 

n 
represent the value at a time t k At ,

k = 1 ,2,.., of a con tinuous tine dependent function •(x ,y , t). Expandin g formally the

iteration method in a Taylor series about x ,y, t and truncating the series , lea d s to a 
V

tim€ dependent equation which is a continuous representation of the iteration for small

time (At) and small space (h) increments. This idea has been used first by Garabedian

(i~~~6) to derive the correct asymptotic artificial time dependent equation for the SOB

process.

Fur the Jacobi method , we obtain with s = At/h 2

— A~ = 0 + O (A t ,h2) . (76)

It is evi dent that this equation is the simplest possible form of a relaxation equation

to inte grate the Laplacian .

Next we mention the Gauss—Seidel method (Gauss , Se idel , 18714) which is
’ an

improvemen t to the Jacobi process. If new values •
1c4.1 are immediately inserted into the

righ t term of Eq.(75), we ob t a i n

rn ,n 
- 14 ~~rn- 1 ,n 

+ 
rn+1 ,n 

+ 
~~~~~~~~~~~ 

+ •rn n+1~ 
- 0 for m ,n - 1 ,2, ... M-i (77)

Again we have a two l eve l  m e t h o d , which is implicit although the computation is carried

out en tirely explicit , however. The superiority of this method (BR — ifs 2 h
2
) com pared

with the Jacobi method is a consequence of the theoretical implicit structure of the

step operato r. The time like aspect of this method will be discussed together with the

SOB process.

The Dufort—Frankel method (Dufort , Frankel 1953) is an example for a three

level explici t method and was meant orig inally to integrate numorically the time

dependent heat ccnduction equation (Eq.76)

— : ~: ~~~~~~~~ 

— 

~ 

~~~~~~~ (s
~ 

+ Sy )~~~~ — 0 for m ,n — 1 ,2 , .. 14-1. (78 )
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The me thod is unconditionally stable for any value of the step parameter s — A t /h 2 .

In order to integrate correctly the time dependent heat conduction equation , a condition

At ~. h2 must be imposed. If the method is employed as an iterative process for the

Laplace equation , s may have any value to achieve the most rapid convergence. Expa nd in~’

t his scheme into a Taylor series y ields

K 2
• t ,~ 

+ — = 0 + O(At 2 ,h~~) (7~~)

where s — sh • A t/h. This time dependent equation is asymptoticall y para t o l ic , if for

At ,h • 0, s remain s uounded; it is hyperbolic if ~ remains fixed for the same limiting

process. Eq.(T9) is certainly also a relaxation equation (the coefficients of the

relaxa tioo operator are positiv), where ~ may be used to achieve the most rapid convergence

to the steady state. The Dufort-Frankel method may he op timised , using s
op 

‘~ h
1 

leading to

HR 1/n h
1
, which is an order of magnitude better than the Jacobi or Gauss—Seide l pro cess.

Le t us now consider the Successive Overrelaxation method (Frankel 1950 , Young,

19514 ) in the form of Eq.(9) V

~k+1 - (i - w ) ~~ - 
w
(,

k+1 
+ ~k + •

k+1 
+ •

k ) Q ( 9)m ,n m ,n 14 m- 1 ,n m +1 ,n m ,n-1 m ,n+i

for m ,n — 1 ,2, .. M— i . It is applied in the same way as the Gauss—Seide l method to which

it reduces for w = 1 , the relaxation parameter being w . The method converges for any

value of w between 0 < w < 2 and may be optimized. As Garabedian (1956) showed , the

asymp totic artificial time dependent equation for h , At -x 0 such that r = At/h remains

fixed , reads

+ •yt~ 
+ rU

~~ 
— A~ = 0 + O (At2 ,h2) (80)

where t~ = 2 
2 w  

. In order that also p remains bounded , we require w ~. 2 — oh , m > 0.

This artificial time dependent equation is again hyperbolic and for 0 w < 2~~it is also

a relaxation equation , as may be verified with the Routh— Hurw itz conditio n s , for examp le.

Even sim pler , we may put Eq.(8O) into its canonical form , tronsform ing the time coordinate

by 
V

t = ~~~~ t + ~~
- (x + y) (8~~)

leading to

+ 2p~ — 2A~ = 0 . (8ia)

With respect to the Gauss—Seidel method (w = i ), we fin d a relaxation operator , if

At — sh 2 , s fixe d , for A t ,h -x 0

— A$ — 0 (8ib)

Since s ~ the method cannot be optimised any more. The reciprocal rate of convergence

of the SOB process for w ~ 2 — a h yields for our model problem RB = i/2i, h
1
.opt Opt

The metho d therefore is faster than the Dufort-Frankel scheme , however no t significantly .

The analysis of Garabedian , of course , was meant to be valid only for the limiting csse

of vanishing At an d h and one might wonder up to which finite h Eq.(80) is a valid

representation. This question may be answered , considering the nex t hi gher order terms

of the Taylor series expansion thereby fin ding also the relaxation equation for finite

h. We obtain the canonical form

5-- — - 5
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h f— I’ A~ + — A~ J + • + — 2A~ = 0 + 0 (At~~,hA t
3) (82)

wit h A = (8 - w )/G~~. This equation is indeed again a relaxation equation ,if in addition

to the condition 0 < w < 2, the mesh size is limited by 0 < h < ~~~. The proof follows

imme diately from the Routh—Hurwitz conditions.

Eq.(82 ) has a very interesting general structure , which may be seen as follows.

Suppose that p is zero and A > 0 may be a free parameter , then a relaxation equstion

of the form is obtained ( . ~ 
< ~‘, h arbitrary )

~ 
•
~

— (
~~ 

— A~~) + — 2A$ = 0 (83)

where the ratio of h/A may be interpreted as  a relaxation time and the factor A ’~ and 2

are represen ting different speedsof sound , since the basic operator is representing

travellin g acoustL, waves. These are dampe d , if the speed of sound of the relaxation V

p r o c e s s  (~
- in our notation) is greater than the usual one , leading to a damp ing m echan is m

for these waves in hyperbolic problems which is not based on viscosity.

Fin ally we consider a class of methods , which are known as ADI me thods

(Alterna ting direction implicit ) to solve the time dependent heat conduction equation or V

iteratively the Laplace one. These n- -’thods , first in troduced by Pe a ce m an an d Rac h for d V

( 1 9 5 5 ) , have been generalized considerably, in par ticular by mathematicians of the

Sovie t Union , see for exam ple Yanenko (1969). They arc also known as fractional step

me thods , sinc e the operators are sp li t spatially and in time. As an example we may

consi der the ori ginal me tho d of Peacema~ and Rachford , w h i c h  canno t imme d iately be

generalised to 3— D problems , however. These equations are

(1 — ~~ 621,
k+i/2 

— (1 + 
~~ 

6
~~
}
~~~~n 

= 0 (814a)

{ i  - ~~ 62}$
k~~1 

- (1 + ~ 62 ,~~~
h/2 

= 0 (814b)2 y m ,n 2 x  m ,n

fo r m ,n = 1 ,2, . . M — 1 .

Thi s totally imp lici t , two level method is app lie d as follows. Intermediate values
k+1/2

n 
are comput ed (Eq .814a) inverting for each row n 1 ,2 , .. M—1 a tridiagonal

sys tem of equations. Final values are obtained solving Eq.814b for each m = 1 ,2 ,

M- 1 . The method converges for any value of the step parameter s > 0 and therefore 5 may

be used to accelerate the convergence. The intermediate values may be eliminated ,

le ad ing to the re p resen ta t ion

k+1 k( 1 — s L 1 }~ 
— ( 1 + s D 2 )~ = 0

m ,n m ,n

where

— !~~~2 + 62) — -~~ 6 2 5 2 ; D2 
!( 6 2 + 62) + E 62 622 x y 14 x y  2 x y 14 x y

The un derlying relaxation operator is , o f course , the time dependent heat conduction

equation. If s is chosen as s — yh 
1 ,y > 0 we ob t ain

— = 0

where  y is now use d for optimisation . We find with s ~ ~~ h . RB ~ ‘i— h ’, equal withopt 2w 2w

-- 
- -5--_—5--
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the SOR process. A word of warn ing may be added for the application of these methods

for problems with variable coefficients . Since none of the fractional step equatiuns

are consistent approximations of the correct steady state operator , the transient

solutions do not converge to the correct steady state. The essential requirement is

that the split operators must be commutative , which usually p r c -hib its the application

of t:~ese methods for problems with variable coefficients.

As a result of the preceding d i s c u ssi on , we have found several relaxation

o p e r a tor s , of which the one for the SOR process is most interesting for the extension

V to hyper tolic p r obiec ~s. As far as the numerical methods are concerned , we note that

only imp licit m ethods usually allow an optim isation with the result of improving the

rate of conver~~euce by an order of magnitude .

V 
I n  o r d e r  to  c o n c l u d e  t h i s  c h a p t e r , we c o n s i d e r  e s s e n t i a l l y  o n l y  two  m e t h o d s

to  s o l v e  f i r s t  o r d e r  s y s t e m  of  e q u a t i o n s  n a m e l y  t h e  L a x  ( Lax , 1 9 5 1 4 )  and the Lax—

Wendrof f method (Eq.12). S i n c e  t h e  u n d e r l y i n g  t i m e  d e p e n d e n t  equations are known , we

f o c u s s  o u r  i n t e r e s t  on t h e  c o n v e r g e n c e  of  t h e s e  m e t h o d s .

The artificial time dependent hyperbolic equations (they are not relaxation

ones) for our model problem

w + Aw + By = 0 ( i i )
t x y

are discretised employ ing the consistent first order Lax—method , leading to the

representation (subscripts m ,n are suppressed).

k+1 -~-(S + 5 )wk — r Ad — r 56 ~k ( 8 5 )
~ x y 2 x 2 y

w h e r e  r = A t / h i s  the itera t io n p a r a m e ter an d k deno tes , as u s u al , the iteration level.

It is easy to show that the Fourier transform of our step operator is

C = ~ ‘ (cos~~j + cos~~2 )I — irD , 
~~ 

= k 1 h ;  
~2 

= k2h ( 8 6 )

w h e r e  t h e  m a t r i x  D is  g i v e n  by

O = A si n~~1 + B s i n~~2 . ( 8 7 )

If p
0 

are  t h e  ei genvalues of D , we obtain immediately the ei ge n v alu e s  of C , n a m e l y

= ~~(cos~~1 + cos~~2 ) — irp
0 

(88 )

th u s  wi th p~~ = sin 2 F 1 + s in 2
~~2 f or ou r  m o d e l  p r o b l e m , we obtain

= ‘~ (cos~~1 + cos~~2)2 + r 2 (sin 2
~~1 + sin 2

~~2 ) .  (89 )

The method satisfies the necessary condition for stability of I g i ~ 1 which imposes

on the step parameter the limits 0 < r ~ 1//2 . Let us now ask whether the Lax method

is a discrete relaxation method , which requires the contraction property for all

vavenum bers k. ~ 0 wi th max .k .I ~ s. It is easy to see that this is not completely the

c a s e , since for 
~~~
. = w , j = 1 ,2 I~ I = 1 . O n the other hand , a s s u m i n g su f f i c i e n t ly smoo th

ini tial and boundary data the method is reasonably converg i n g  0 < r ~ 1 / /2 f o r  m a n y

i t e r a t i o n  st e p s , u n t i l  no f u r t h e r  c o n v e r g e n c e  i s  o b s e r v e d .  T h e  r e a s o n  f o r  t h i s  b e h a v i o u r

lies , of c o u r se , in the existence of so called 2—h waves , which are not damped , b u t

a l s o  n o t  a m p l i f i e d .  S i n c e  f o r  smooth functions the amplitudes of these 2—h waves are

small , the number of possible iterations are usually sufficient in order to obtain a

V -- ~~~~~~~~~~~~~~~~~~~~~ V. ~_ _— V_ _ _
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r e a s o n ab le s teady  sta te  s o l u t ion ,within the liu~ t s of the Lax method with its rather poor

accuracy (order of consistency). The situation , howe v e r , is drastically changed , if
a couplin g between the 2—h waves and other modes are possible in non linear cases.

Since for all mo des at c i except ~~~. w , j — 1 ,2, we m ay ca l l  me tho d s of th i s ty p e

weak relaxa tion schemes.

The convergence rate for a number of iterations , say N 1 > >  1 , until the errors

of two successive iterations are not reduced any more , i s  go v e r n e d by t h e  f u n d amen tal

mo des. Expanding tat in powers of the mesh size therefore , gives

ta t ~~ 1 — — r2)(k~ + k~~)h
2 (90)

leading to the reciprocal rate of convergence RB(C)

HR = 
2 h (9 1) 

V

— r2)(k~ + k~~) 
‘

hence the method converges with the same order as the Jacobi method , provided that

— r~ ~ 0(h), w h i c h , we h a v e  s e e n , is unacce ptably slow.

Simil arly, we consi der the Lax—Wendroff method , alrea dy earlier mentioned (Eq.i2),

which belongs to a class of second order (in space and time) two step methods. The step

operator reads

C = I — 2r 2D2 — ir(cos~~1 + cos~~2 )D (9 2 )

wi th the a b s o l u t e ei genvalues of C.

I~~~I2 
= ( i  — 2r 2 u 2 D

)2 + r2 u~~(cos~~1 + cos~~2 )2 . (93)

Again we fi nd that this method is only a weak relaxation scheme since for

= 0 “or ~~~. = s , ,) = 1 ,2 , hence t
~~L~~ 

= 1 for our model problem. In contrast to the

Lax me thod , h o w ev e r , any p
0 

0 m ay c a u s e  I~ l = i , w h i c h  usually makes this scheme

unacceptable as an iteration method for problems whe~~e = 0 in a portion of the field.

The reme dy, of course , is known by adding “artificial viscosity ” . For our model problem

with sufficie ntly smooth initial and boundary data the Lax—Wendroff method is converg ing

in the sense described for the Lax method , if 0 < r < 1/12 . V xpan ding t at in powers of

h for the fundamental modes y i e l d s

“ 1 — r~ ( 1 - 2r 2 ) (k~ + k~ ) 2 h ” (914)

an d h e n c e , wi th the “optimal ” choice of r =

RR LW — 2 2 2 h~~ (95)
(Ic 1 + Ic 2 )

The Lax—Wen droff method with the desirable property of second order accuracy therefore

converges ex tremely slow. It is clear , that such a rate of convergence prohibits the

application of this method as an iteration scheme , al though this has been done (for V

example , Magn us and Yoshihara , 1970; Burstei. , m d  M i r i n , ~272) where , artificial viscosity

had been introduced , h o w e v e r , in order to prevent “non linear in stati l ities ” .

This ad diti~~nal damping, in a linear case , nay i r r . 1r ~V v e  t h e  r a t e  of c o n v e r g e n c e  s u c h  t ha t

formally HR ~ 0(h
2
).

In  c o n c l u s i o n , we see that the tin ’- ~er. ~‘-r. t tpproach , as we presented it so

f a r ,appear s not to be very pr on i si’ ,~ for sv3 tcms of equations. This ha s led earlier to  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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d e v e l o p  m e t h o d s , c o n v e r t i n g  t h e  s t e a d y  s t a t e  o p e r a t o r

A w  + Sw = 0
x y

into a hi gher order system. The idea is briefly ootli ned here for a linear case ,

although it has b e c z .  a p p l i -~d s u c o e s s f o l ly  f o r  t h e  s t e a d y s tm t e  o c n-lin e a r bu ler equat or,s

of t l u i u  m e c h a r s c s  ( J o h n s o n  an d  ~ 1n z . , 1 07 ( )  ~~
. w e l l .  Eq.(96) i s  d i f f e r e o t i a t e ~ i - i  a

tat r ix operator b

3 
V
V)

= + ~V: V, —

leading to a coup led system of second order eq oa ti cns (for o~~nrl city M~ = A , V
~~2 = E~

V 
A 2~ + ( A S  + B A ) a  ~,, 5 2 V V  = V (9’)

xx x~ y y

th is sys~~em is solved numerically with the method of successive line over -re laxaticr.

(SLOR ), marc h ing in t.e x -direction (downstream). ~etails ray he found in the above

r e f e r e n c e .  W e r e m a r k  o n i y ,  t h a t  t h e c h o i c e  of  = A , 
~~2 = ~ m ainta ino the basic

e i g e n v a l u e  s t ru c t u r e  o f  E q . ( 9 6 ) .

2 . 5  T i m e  d e p e n d e n t- r e l a x a t i on  m e t h o d s  f o r  t h e  L a p l a c e  e q u a t i o n

We present here a number of time dependent methods of different relaxation

order to solve iterativel y the Laplace equation. Of course , more general elli ptic

operators may equall y be treated.

First order relaxation methods are based on the heat conduction equation ,

exam ples being the Jacobi (exp licit) and the ADI methods (implicit). Second order

methods for a single equation are the Gauss—Seide l (explicit) SOR (imp lici t), Dufor t—

F r a n k e l  ( t h r e e  l e v e l , e x p l i c i t )  . We add now a f e w  me tho ds , whi ~~- e m p l o y  a d d i t i o n a l

partial differential equations , leading to systems of first order (in time) relaxati~~r.

m e t h o d s.

The sim ple Jacobi method can be improved , considering the following time

de pendent relaxation equations.

— = 0 ( 9 8 a )

+ (
~~ 

— 
~~) = 0 (98b)

w h e r e  • an d ~ are the dependent variables and the (positive) relaxation time. It is
V easy to see that this system is a relaxation equation. There are two initial conditions

required together with ~ — $ on the boundaries. A discreet version of Eq.(98) reads

(subscri pts m ,n are suppressed)

= ~k 
+ s(5~ +

(99)
k+1 

= 
1 Ic 

+ 
m~ k + 1

1 + w

where a is a step parameter (A t/h 2) an d a the relaxation coefficient ( A t / t i . I n  o r d e r

to optimi ze the numerical method , i t is important that Eq.(98b) is discret i sed

implici tly. The transient solutions converge uniformly to the steady state , if

l 2 ~~~~ w
s ~ 

— a > 0 , a r b i t r a r y .
4 a
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It is optimised with s = ! 2 + a 

and a ‘~. ~L~’ h
1 

for our model problem , l e a V . r ,~max 14 a Opt 2w
to RH = 1/n h . Thus we see that the convergence rate of this relaxation set .-

V 
com parable to the SOR method , being an order of magnitude faster than the or igi na l

Jaco bi one. It can be further accelerated , if a sequence of relaxation c o e f f i c i e z t . is

consi dered.

The second equation (99) is an algebraic relation between the tra ri siert

solutions $ and $ .  Such relations are often used to accelerate a particular iterative

method to solve elliptic equations. Here it arises naturally from a consistent

approximation of a time dependent relaxation equation.

There are ea sily other second order relaxation methods to derive , f o r  examp le

— A$ = 0

V 
(lc-0 )

— Ad$ + i(~ — 
~ ) = 0

V 
A ,r > 0. However , a sy stem of equations of the following form

— A $ 0

(io i )
+ A 2 A q~ + ‘~‘ ($ — $ )  = 0; 12 ,1 > 0,

requires special attention , since at the steady state $ not necessarily equals ~~ .

The function ~ satisfies at the steady state

— ~-A $ = 0

which is an equation of fourth order , re quiring therefore additional boundary conditions

for $.(A$ = 0). In order to keep the relaxation equations as simple as possible , we

generally avoid such solutions.

Nex t we consider a few third order methods , of which the fi rst example 
V

(which can be further generalized) may be written as

— pA $ = 0

(102)

+ 021 ($ — 
~ ) + = 0 

V

w h e r e  ~ 
> 0 and the following conditions for the relaxation coefficients must he

V 
imposed

2 0
det(a . . ) > 0; °i ~ 

+ °22 > 0; 011 + a 1 2~~2 I 
> 0 (10’

in order that Eq .(102) is a relaxation equation. The relations (103) are e x p r e s s i r 4 - the

p o s i t i v  de f i n i tenes
5
s of the matrix (o..). As boundary conditions , we require = i =

as usual. A discretised version of Eq.(102), if op timised , is at least as rap lO as

the SOS process.

For a rea der familiar with irreversible thermodynamics , these conditions are exp resshg

the secon d law of thermodynamics.
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Another th ird Order ri e t h u l  , ared on one hy~~er1-olic t ine de l- or - l e n t 0 1  .-ra~ C r ,

l O t  the first r ’-la x a t ioz ~‘;~~at~~o r. , r o y  ~~e uued to a cce ler a te e ccnv .-r ger. i- of t !e

me t lV ~ V V i ~~

~m’n~~ent r e l i x a t i o n  ‘- ua t ion s are (1 2 > i , r 0)

- - 

~‘ c b )  V

~
2 ÷ 

~~ (I-  - I )  = 0

A u~~screte tr .m logue may be written as (a u L r c r i r t s  are su~~;re s ed)

— 2$
k ~k-1 - r2 (62 + 62)$ k = o

x y
(105 )

k.1 
— : : x k+l — 

1 
($

k 
— 12~,k ) = 0;

..V e r e  r = At/h; s = At/-i . The method converges , if the foll owi r~ - c o n d itions are net

r~~ 2 ,~~ A 2 + ~~~ 

A~

sod may be optimised , taking r and s , A . There a r e  of c o u r s e , also other waysmax opt opt
t uiscretise Eq. 1014 .

2.6 Relaxation methods for systems of first order equations

As already formulated earlier , we are looking for solutions of the general

steady state problem (only the 2—D case is treated here)

1 (w ) = A wx 
+ 5w

1 
0, (ic E)

where A ,B are real matrices of  dimension m. Furthermore we introduce again the m atr ix ?,

w hich we defined as

P(k 1, k2) = Ak 1 + Bk 2 with k 1 , k2 real , - = < k 1, k2 <

and the characteristic condition C = det P(k 1 , k 2). We re ’all , that c( ’~ ) is elli ptic , if

for k. ~ 0, det P ~ 0 and  h y p e r b o l i c  , i f for k. ~ 0 det P = 0 fcr certain k 1 , k 2 . Fin ally

we gen e r a l ly assume that the eigenvalues of P are real for all k..

V In order to develop second order relaxation methods , we start wit h  our

familiar problem to solve the Laplace equation , taking the simplest hyper bo lic relaxation

equation. This equation reads

+ ‘
~
- $ — = 0 (107)

where the parameter i > 0 is the relaxation time. Instead to dis cretise Eq. 1C7 immedia-

te ly , we convert this relaxation equation into a system of first order p .d.e. ’s.

Lefi ning

q = — U = $~~; 
V = $

y 
(108)

we obtain the first order system

~~~II•=V~~~~VV _ _~~~_ V__5_VV. V V 
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V
t 

+ q — 0 (109)

q + (u + v ) + q = 0
t x y t

for the unknown u ,~~ , q ,  in whic h the last equation introduces the relaxation process.

We note that Eq .(109) is essentially of third order , while Eq .(107) is only a second

order relaxation equation. Thus we expect that one eigenvalue of the system is identically

ze r o , which is in deed the case. Rewriting Eq. (109) in vector form , y ie l d s

w + A 1w + A 2w + B w 0 (110)
t x y 0

V (u 0 0 1 0 0 0 0 0 0

A 1 0 0 0 A 2 0 0 1 B
0

— 0 0 0

1 0 0 0 1 0 0 0

which may be regarded as a general relaxation equation , provide d that A 1,  A 2, 
~~ 

5atj5~
’y

cer tain conditions. It is easy to see that Eq.(110) is hyperbolic , since the eigenV alues

of

P (k 1,k2) = A 1 k 1 + A 2 k 2

are  real f o r  all v a l u e s  — < ~~~~~ < = . These are

2 2
p 1 = 0, P~~,3 = k 1 + Ic2,

which co nfirms that one ei genvalue is indeed zero , lea ding to the interesting and

fun damental fact , that the above relaxation system is singular hyperbolic. The steady

State of Eq. (109), i f  i t  e x i sts , i s  apparently g iven by q 0 and  u,~ + V
y 

0, w h i c h

is obviously not the steady state operator , we w i s h  to h a v e , n a m e l y  U
x 

+ V
y 

— 0 an d

— v
~ 

+ U
y 

= 0. Taking the curl of the first two equations of (109) y i e l ds the

re p r e s e n ta t i o n

(112)3t x y

wi th the general solution — v + u = C(x ,y), where C(x ,y) is an arbitrary function not

depending on t. In order to meet the required condition — ~~~ + U
y 

= O~~, we th e r e f o r e

have to impose an initial condition on u and v , such tha t — V + U = 0. Eq.(112) expresses

the well—known fact , found by Lagrange , that a potential flow , which is vor ticity free at

any time remains irrotational for all times.

It is evident that a numerical analogue of the relaxation equations (Eq.109)

therefore must also meet the Lagrange condition. If this is done properly , the occurrence

of an ei genvalue identical zero does not affect the convergence of a numerical method.

I t i s  n e v e rt h e l e s s  p o s s i b le , to inclu de certain discreet distributed vortices.

~
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We shall  see  la ter , how this method may be generalised to treat also compressible

potential flows.

In  or de r no t to  be r e s t r i c ted , h o w ev e r , we next consider our general pro bl em

(Eq. 106). which may be solved by the following time dep endent relaxation process

(two-step procedure)

~ + Pow + i3w = (11 3a)
t x y

a + A (Aw + B w ) + - ~- ( w — w ) = O  (11 3b)
t x y t

with the additional boundary conditions w = a and where A and r are parameters , i being

the relaxation time. Eliminating the intermediate step, we obtain the second order

relaxat ion equation

1w + A (Aw + B w )) + w ~- A w  + 5 w  = 0  (1 1 1 4 )
3t t x y t x y

with the characteristic polynomial (Cf Eq. 14’T )

10 2 + (1 + i t X p  )o + ip~ = 0 (115)

w h e r e  the  p (p = 1 ,2, . . a) are the real ei ge n va l ue s  of th e mat r i x  F (Eq.106a) . :t is

easy to show that the time dependent system (Eq. 1 13) is indeed a relaxation equation , i f

0 < t < =; A > 1 ; p
p ~ 0 for Ic. � 0, j = 1 ,2; p = 1 ,2 , .. a.

There are several remark s to be made about these equations. First we note that the V

comp le te system is again singular hyperbolic. This is a consequence of a fundamental

V 
requirement , that the speeds of propagation of disturbances of the time dependent system

11 3  are only a multi p le of e a c h  ei genvalue of the matrix P. If the stead y state equations

106 are hyperbolic , the characteristic condition det P(k 1, k2) being zero for certain

wavenum bers Ic. $ 0 (j = 1 ,2), then there exists at least always one eigenvalue p = 0. j .
This im plies that the time dependent system (Eq. 11 3 ) is no longer representing a

r e l a x a t ion  p r o c e s s , as can be seen immediatel y from the characteristic polynomial. The

differential equations , h o w e v e r , remain strictl y w e l l  pose d , since the time dependent

operator remains strictl y bounded. It is therefore necessary to add some additional

“damping ” , usually in the form of artificial Vi sCO SitY , tO the system of Eqs 113.

From a numerical point of view (optimization), it would be desirable to

h a v e  a sys te m of  the f o r m

w + Aw + Bw = 0 (116a)
t x y V

a + 12 (Aw + By ) + ~~(w — w) = 0 (116b )
t x y t

which would allow an implicit discretisation of Eq5.116b , which are again relaxation

e qua t i o n s , i f  12 > 1 with the same conditions as for the system 1 13.

H o w e v e r , at the steady state we have in general w ~ w , a si tua t i o n  w h i c h

appeared already earlier (Cf. Eq. 1O1 ) for a simpler problem , where additional boundary

It is equally acceptable , to drop the last term in the relaxation function (a —

leading sim ply to v/i .

-- -5- V - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V ~~~~~ - - 
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co nditions had to be imposed. We therefore do not consider this scheme further.

In order to conclude with second order relaxation methods , w e c o n s i der a s c h e m e ,

which requires a pre— di ft ’eren tiation of the steady state equations 106. Using

t2 (w ) = (A + B ~— )(Aw + Ba )
2y x y

the following relaxation process is obtained.

a — X ( A 2 w (AB + BA )w + B2 w } — 0 (llT a)
t x x  xy  yy

+ !(~ - = 0 (11T h )

provided that the conditions are met

o ~ ~ < 
~ ; A > 0 , p ~ 0 for k. ~ 0; j = 1 ,2 ;  p = 1 ,2 , .. a.

The solu tion of the above system requires additional boundary conditions , which are g i v e n

by t (w) 0 on the boundaries. A gain we find that additional dissipation is necessary ,

if 1(w) is hyperbolic.

Since for a steady hyperbolic problem one of the space co-ordinates can alway s

be interpreted as a time like variable , it appears physically and mathematically not

to be justified to introduce a superfluousindependent time variable. In consequence , we

woul d employ a time dependent relaxation process only in reg ions where t (w) is elli ptic

an d use another space marching method in reg ions where L(w) is hyper bolic. This is

perfectly acceptable , if the boundaries between the different domains are known a priori.

Rovever , in transonic flows , for example , these boundaries are a part of the solution

and the switch from one method to the Other one leads usually to extremely complicated

log ical structures of the computer program . It is this (technical) reason which motivates

the search for a universal method.

A s a l r e a dy p o i n t e d out , add i t ion a l  d i s s ipa t i o n  i s  re qu i r e d , if the operator

t(w) is hyperbolic. This is accomplished introducing some artiticial viscosity , of
which we consi der here only a simp le linear mo del to demonstrate the effect.

The relaxation equations 113  then become

a + Aw + Bw — edw = 0 (118a)t x y

a + A (Aw + By ) + !~~ — w) = 0 (118b)t x y t

where e > 0 is a (usually ) small scalar and where A represents the Laplace operator.

The charac teristic polynomial for the above time dependent equations

t a ~ + (i + i-rA p )q + ip + e(k~ + k2) = 0 (p = 1 ,2 , . . m ) (119)

now has only roots with negative real parts if

0 < -i < = , A > 1 , e ‘0 , (120)

Originally, von Neumann an d Richtmyer (1950) added artificial viscosity to certain

hyper bolic schemes in order to capture shocks properly. 

-- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -5- — -
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have introduced a sma ll error

5 
since the steady state solution of the system 118 is not

the •olutiou of’ the problem t(w) — 0. All boundary conditions remain unchanged , in  o r d e r

to avoid a singular perturbation problem for vanishing a.

The secon d order relaxation methods , so f a r  d i s c u s s ed , are not completely

convincin g since the optim isation problem for the finite difference analogue of the

system 118 cannot be solved satisfactoril y.

We now consi der two third order methods , of which the first one is based on a

third or der relaxation operator to solve the Laplace equation. In connection with the

interpretation of the SOS process (Eq.83) , we consid ered a relaxation equation of the

fo rm

— A 2 d$) + — — 0 (121)

where t it > 0, fini te) is the relaxation time and 1(1 > 1) a ratio of two different

speeds of sound , if • is interpreted as the perturbation potential for acoustic waves.

Defining

— — — — A s; u — v — •y (122)

F Eq.121 can be written as a system of fired order equations

p +~~~~ + v  — 0
V t x y

u~~~+ q O

(123)

v~~+ q O

+ A 2 ( U
x 

+ V
y
) + ~~ (q — p ) = 0

This is now a fourth order equation , where one eigenvalue is identical zero , s i m i l a r
to the system 109, expressing the fact

}~~
( _ v

x + u y ) = 0

or , phy sically, that the den sity (p) and pressure (q) fluctuations are independent of

the vorticity field. Again we have a singular hyperbolic system. Considering now a one-

dimen sional version of Eq. 123 . we may write

~t 
+ U — f ( x )

+ q — 0 (12I ~)

q + A 2u + .1 (q — p ) — A 2 f ( x )

where f (x) represents a “for cing function ” being intro duced in order to avoid a constant

steady state solution for u. The main part of the last set of equations may be written

in vector form

A phye ic .l relaxation process , dV ra’ rib s d by non-equilibrium thermodynamics has a

s imi la r  effect.

III,
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+ A + . . .  

- 

( if l )  

- -

p 0 1 0

v u ; A —  0 0

q 0 A 2 0

leadin g to the conclusi on that one eigenva lue of A is zero , hence we have again a

sin gular hyperbolic problem. These examples clearly demonstrate that singular time

depen dent hyperbolic equations are necessarily occurring if higher order relaxation

operators are converted in to systems of first order (The eigenvalue structure remains

essentially unchan ged).

The genera lisation of this idea for a system of f i r s t o r d e r  e qu a t i o n s  doe s no t

pose any p rob l ems , leading to the general time dependent relaxation process (three step

procedure)

w + Aw + Ba - 0t x y

Q + A v  + B s.j 0 (126)
t x y

~ + A~~Aw + A 2B; + (w — v) 0t x y t

wi th t h e  add it iona l  b o u n d a r y  con d it i ons  v — = a , independent of the time . The

characte ristic polynomial for the above system reads

+ o2 + tA 2p 2a + — 0 p = 1 ,2, .. a (127)

so that the system Eq. 126 represents a relaxation process , if

0 C < = A 2 > 1 ; p ~ 0 f o r  k . ~ 0; ,j = 1 ,2; p = 1 ,2, . . a.

Again we find that ar tificial viscosity is nee ded , if one or some of the eigenva lues

u p 
are zero for non vanishing wavenumbers (hyper bolic steady state operator).

Using the simplest possible model to introduce artificial viscosity , the system Eq. 126

becomes

~ + A ~ + B w  - c 1A w 0t x y

~ +~~~~ + B,j —~~~2A~~~~~0 (128)t x y

a + A 2Aw + A 2Bw + —~- (w — Q) = 0t x y t

where c~~, c~ are small positive scalar quantities (constants here), A b e i n g aga i n  t h e

Laplace operator.

The following characteristic polynomial is now obtained

A 3a 3 + A 2o
2 + A 1 a

2 + A 0 — 0 (129)

2 2 2
with coefficients (k . k + Ic

1 2

A 3 — t ; A2 — 1 + I c 1 +

A 1 — iA 2 p + (c i + c 2 ) k + c 1 c 2 k ”
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A 0 — p 2 (1 + rA 2 c 2k2) +

so that a relaxation equation for the system (128) is obtained independent of the

ei genvalues p ,  if the following conditions are met.

0 a a =~ 
) 1 ; 4:i ’ £2 > 0.

The basic system Eq. 126 has the important advantage , compare d with the second order

relaxation method , that the last equation of Eq. 126 can be integrated numerically

imp l i c i t , thus allowing to selec t arbitrary values of the relaxation time for the

purpose of optimi sation. The storage requirements are heavier , however.

One mi ght ask whether continuous time dependent relaxation equations can be

developed which employ only one scalar additional relaxation equation. This is indeed

p o s s i b le , of which an example will be given later treating the compressible Euler

equations.

2.7 Difference methods for systems of relaxation equations

The relaxation me hods presented in the last chap ter (disr egarding the influence

of the artificial viscosity) are essentially hyperbolic time dependent first order

sys t em s , for which numerous numerical methods exist; of which we mentioned the Lax

(Eq.85 ) and the Lax—Wendroff (Eq.12) methods. Further methods may be found in the text

book of Richtmyer and Morton (1967). One may be led to think therefore that these

me thods are equally useful to integrate the relaxation equations. This is , however ,

not the case , as will be seen in what follows.

For simplicity,.we consi der the model problem which was derived from the third

order relaxation operator to integrate the Laplace equation . These time dependent

relaxation equations (Eq.121fl are written again for convenience

P t
+ u

x
f(x) . 

-

u~ + = 0 (1214 )

+ A~~u + ‘1(q — p
~~ = A 2f(x),

where f(x) represents the forcing function. We want to solve this probl-’m in a strip

B — {x,t I O  ~ x ~ 1 ; t ~, 0) with initial and periodic boundary conditions. As forcing

func tion we may use for simplicity f (x) = sin 2irx.

Employin g the finite difference notations , a l r e ady e a r l i e r  in tr o d u c e d , w e wan t to solve

the above problem with the simple Lax method (the Lax—Wendroff method g i v e s  s i m i l a r

resul ts) which is written as

k+1 1 Ic 1 k
p — — S p — — r d  u + Atf (x )
m 2 x m  2 x m  m

k+1 1 Ic 1 k
u — — S u — —ró q (130 )a 2 x m  2 x m

k+1 1 Ic 1 2 Ic K k 2q — — S q — a r~ u — s(q — p ) + A tA f ( x  )m 2 x m  2 x m  m a a

for m — 1 ,2, .. M—1 and where r = A t/h is the step parameter and s — At /i the relaxation

coefficient. Since the errors between the transient and the corresponding steady state

solu tions satisfy the homogeneous problem , a typical Fourier mode may be considered for

each solu tion. V
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lea ding to the characteristic polynomial (Ik 1 h I ~

+ + A 2 r 2 sjn 2 k 1 h v~ + sr 2 si n 2k 1 h — 0 (132)

where n is define d as n 5 g — cos  k 1 h. Without further analysis i t is easily seen that

the followin g particular mode k 1 h = w (2-h wave) y iel ds the following solutions of

Eq. 127.

— 0; fl
2 , 3 

= —

an d hence the eigenva lues of the transformed step operator of the iteration

g il = — 1 + s — 1 + 0(At) for fixed i- .

These are per~ -, a c c e p t ab le results from the point of numerical stability in the

Lax — Rich tmyer s e n s e , since the step operator remains bounded for a fixed number of

iterations (time steps). However , according to our derinition of a discrete relaxation

s c h e m e , such an error growth canno t be permitted. Indeed , the contrac tion property of

the ste p operator is not established , at least not for the 2—h waves. In an actually

compu t ed cas e , the followin g occurred. The iteration converges correct for a certain

(ra ther small) number of i te r a t i o n s, then levels off and finally, if the calculation

p r o c e e d s , the solution is swamped completely. A similar situation arises , if the Lax—

Wen droff method would have been employed.

If the corresponding 2-0 case (Eq.123) would have been treated with the

Lax metho d , the results are useless immuiately since the discre te analogue of the

Lagrange condi tion (Eq.112 ) is violated.

We therefore have to use different methods , w h i c h  t u r n  out  to  be even  s i m p l e r

than the preceding ones.

Since time accuracy is of l e s s  o c n c e r n  to u s , we have  use d ,throughout the

following 1 two level explicit methods for time dependent relaxation equations , that is

k+1 k r K
p — p — — 6 u + At f(x )
a m 2 x m  m

k+1 K r K
u = u — — 6 q m — 1 ,2, . .. M—1 (1314)
m m 2 x a

k+1 Ic 1 2 k+1 k+1 k+1 2— — 
~~
‘ A r 6

x
U
m 

— s (q — 0m ~ + At A f(x )

which is a consistent second order space and first order time accurate approximation ,

r being again the step parameter , s the relaxation coefficient.

There are two interes ting points about this scheme . First we note that the

above method applied to the simplest single first order wave equation is unconditionally

u n s t a b l e , wh ereaS Eq. 1314 is perfectly stable. The second remark pertains to the last

equation of Eq. 1314 , which is written as a,i implici t approximation although the calculation

never theless is carried out explicitely. This turns out to be important for the optimisation.

The characteristic polynomial for this scheme , employin g the same notations

as before (Cf Eq. 131), reads

-- 
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(1 + s)n 3 — (s + A 2 r 2 si~~
2 Ic 1 h )n

2 + ~s + A 2)r 2sin 2k 1 h fl — s r2 sin 2 k 1 h — 0 (135)

f or waven umbers 1k 1 h 1 ~ n and where the contraction factor g is simply related to n

by g = 1 — v~. It is easily seen that for the 2-h waves (k 2 h — s), the following so :ution s

f o r  g a re  obtained

g 1 2  — 1 , g
~ 

= 1 — 
1

whic h indicate that the contraction property is no t established for these waves. In

con t r a s t , ho w e v e r , to the Lax method for examp le , the amplitudes of these waves will

not be amplified , how many iterations are carried Out (linear Case).

In or der to find the bounds for the various parameters of the characteristic

po l y n o m i a l , such that g < ~~‘ 
v — 1 ,2,3 for all 0 a k1 h ~ s , we map the interior of the

uni te circle onto the le ft ha . ” z—plane with the transformation n — — 2z/(1 — z),

lea d i n g to t h e  n e w  thi  - d ord~ r polynomial

A 3 z
3 + A 2z 2 + A 1 z + A 0 0 (135a)

where the coefficients A , a = 0, . . , 3 are given below

A 3 8 + 14s — (2X 2 — s) r2 sin 2k 1 h

A 2 = s(le — r2 s in 2k 1h)

(136)

A 1 = (2A 2 — 5)r2 sin 2k ;h

A 0 s r2 sin 2k1 h

The South— Hurwitz condi tions (Eq.35), applie d for the polynomial 135a , therefore yiel d

the c o n d i t i o n s

(i) A 1 ; (ii) 0 C s ~< A 2 —1 ; (iii) Ar ~ 2 (137)

for that all contraction factors ~g~~~(v = 1 ,2,3), the ei genvalues of the step operator ,

remain bounde d by less than one for all wavenumbers with the already mentioned except ion

of l g l = 1 for k 1 h — 5 , only.

Con dition (i) is essentially the same as for the ori g i n a l  t ime d e p e n den t

p r o b l e m , w h i l e  t h e  secon d one  i m p o s e s  a l i m i t  on t h e  r e l a x a t i o n  f a c t o r , if small values

of A are to be used. In practice , A 2 is of the order of ten , th us s can be varied

sufficien tly. The last condition (iii) imposes a limit on At g 2h/A , as o n e  w o u l d ex p ec t

from an explicit scheme (CFL condition).

Al though the time dependent equations (Eqs 1214 ) are certainly relaxation

e q u a t i o n s , the numerical analogue~~unfortunately,is only a weak relaxation process

(the conditions 137 are assumed to be fulfilled), since the contraction pro perty is no t

established for the 2-h waves. It appears to be an interesting question , w h e t h e r  n u m e r i c a l

me tho d s can be f o u n d , without intro ducing artificial viscosity, to improve this situation .

From a p r a c t i c a l  p o i n t of v i e w , linear elliptic problems wi th constant

coefficien ts and with sufficiently smooth initial and boundary data can be solved without

adding artificial viscosity, as may be seen from the first figure.
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In Fig. 1 , we have plotted the computed convergence “history ” versus the number

of i terations of a non-optimise d case using the maximal allowable time step for a mesh

size of h — 0.05. The error I c  I is defined as the error of two successive iterationsmax
~ a ~, M — 1 )

x k+ 1 K k+ 1 K ks- i K
a — max~p - I + max ju - u + max~~q - qmax a a m a m m

From t h i s  f i gure , it is seen that the errors :re reduced by several orders of magnitude

un til the amplitudes of the 2-h waves becomes dominant. Further iterations are therefore 
V

u s e l e s s, although no amplifica tion occurs.

These exp erimen tal results are in perfect agreement with our theoretical

conclusions from the characteristic polynomial.

Before passing on to the problem of optimisation , we consi der the general

thir d order time dependent relaxation process as g i v e n  by the Eqs (126). In order to

have a concrete model in mind , we consider the followin g generalised linear steady state

e qua t i o n s

+ V — 0x y
(138)

— v  + u — 0x y

where y is a constant , which may be posi tive or negative . For y = 1 , we recover the

elliptic Cauchy—Riemann equations , whereas for y < 0, we have a hyperbolic system . The

time depen dent hyperbolic equations
X X  

for the above system may be written as

w + A w  + B w  — 0
t x y

where

w ‘ (~
} A =(

~ 
I~
) 
; ~ =(~ ~

) . (138a)

The diecretise d version of the general time dependent relaxation (Eq. 126) then reads , V

employing the same method as for the 1—D case , (the subscri p t s  a , n , i n d i c a t i ng the

spatial co—ordinates , have been droppe d).

-k+1 -Ic I K K
a — w  - — r ( A 6 w + B d w )

2 x y

— ~k — r (A6
~~~~ 

+ B6
y
vk) (139 )

k+1 1 Ic a .,k+1 1 r3 2 —k+ 1 — k+ 1a — a + a — — (Ad a + B d w1 + s  1 + s  2 1 + ~~ x y

The characteris tic polynomial for this set of equations is obtained as a third order

polynomial for each eigenvalue Uq

(1 + s ) n 3 + (s + A 2p 2)~~
2 + (s  + A 2)ps 2 

~ + sp 2 = 0,

where the contraction factor g is related to n b y g — I + ~~ , an d where the u q 
are the

eigenvalues of the matrix
S

It would have been more consistent to employ the L2 norm.

x x  . .They remain hyperbolic , for arbitrary y.
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Q(k 1 , k 2 ) = r sin k 1 h A + r sin k 2 h B (1L .1)

in wL~~ch K 1 , K 2 are the wavenumbers foe each O F a t i a l  co— ord ~~r u t e .  In ~~der t r ~~~t tr .e

ei genvalues of the ste~ operator , the sol~~ti ons of the ch a r a c t e r i s t i c  pol ynomial for

the contraction factors g , are boundej by less than one icr all wave curthe rs k ~ 0 w i t .

aa x V l k . h I  ~. n , the following conditions must be met.

A 2 > 1 ; 0 a s ~ ~~~~ 1 , a~ ~q I 2/A together with 5q ~ 0 for k~ � 0. O r e  f i r s t  ~r r- ee

conditions , of which the~~last one is the CFL condition , are easy to satisfy ty a s~~it a t l e

ohoice of A , s and r. The last condition , however , ca uses a problerr. , if for certain r. 
-

the ei genvalues of the matrix Q are zero , since some of the contraction factors have

the value one (n — 0). The remed y then is to add artificial vis cosity, as indicated in

the equations (128).

For the examp le (E q.138a), the ei genvalues IJ
q 

are g iven by

(U
q 

+ r sin k i h)(U q 
— -yr sin k 1 h) — r2 sin 2k2 h = O (q = 1 ,2)

For the elli p tic steady state problem (subsonic flows), y = 1 , we obtain therefore

p 2 = r2 (sin 2k 1 h + sin 2k2h) demonstrating that only the 2—h waves lead to J
q 

— 0, while

for the stead y state hyperbolic problem (for examp le wi th y — 1 ) ,  U q 
= —r sin k 1 h ±

r sin k2h. The locu s of sin k 1 h ± sin k~~h = 0 therefore alway s leads to A
q 

= O~ This

situation confirms that time dependent relaxation methods , if they are being employed

also for steady state hyperbolic problems (supersonic flows) necessarily demand for

artificial viscosity as it should be for a true physical relaxation process. Furthermore ,

we note that the necessity to add artificial viscosity is not a consequence of handling

properl y possible existing discontinuities.

Comin g back to the problem of optimisation, we see that the general 2—0

pro blem leads essentially (subsonic flows) to the same characteristic polynomial , as

for our simp le 1—D problem (Eq. 129). We tL~~refore treat this case further.

The co ntraction factors g with g = 1 - n are solutions of the characteristic

polynomial (Eq.135). The optimisation problem essentially consists of minimising the

maximal absolute vlaue of the contraction factors for those wavenumbers , for which the

ampli tudes of these errors are greatest. In addition , we select the largest possible

time increment At.

The solu tions of the characteristic polynomial can be obtained analytically ,

leading to rather complicated algebraic expressions , which we therefore do not want to

presen t here. 
V

In Fig.2 , however , we have plo tted these results for a special case where the

forcing function f(x) was given by f(x ) sin 2wx for the problem Eq. 1214 to be solved

in a strip B = (x ,t IO ~ x ~ 1 , t ~ 0). From the CFL condition , A t was selec t ed as

2h/A (con dition (iii) of Eq. 137), h b eing the meshsi ze (h = 0.05). The fundamental

wav enumber for this problem is , of course , simply K 1 = 2s.

For each A > 1 , there exists an optimal value of the relaxation coefficient s ,

s , such that 
~~~ 

is minimise d. Selecting A therefore also optimal , an absolute
opt max

optimum for I g i is obtained.
max

It is interesting to see that the optimum relaxation factor can vary between

zero and two , depending on the choice of A. For sufficient large values of A , I€I as
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a func tion of s behaves essentially the same way as the simple SOB process.

Fig .3 summarises these resul ts where A and the corresponding minimum of

are plotted versus the (optimal) relaxation factor.

From a general point of view , it is more important to Know , how l a l depends

on the mesh size h for h -. 0, keep ing r - At/h fixed with At
max

Putting therefore n — ac and s — ac , where a is given by a = a l s i n  k 1 h I , together

with r — a /A , 0 C a ~ 2, the characteristic polynomial (Eq.135) may be written as

(i + wc)0 3 t 3 — (ac + c 2)a 2 c 2 + ~~ + A 2) cc — 
~~

— a 3 — 0.
A 2 A 2

Since a ~ - 0(h), re taining only the leading terms 0(c 3), we obtain the polynomial for a

as s~ func tion of a , indepen dent of h.

F(o) s a~ — cc 2 + a — a/A 2 = 0 (1143)

The con traction factors thererore can be expressed as

g — 1 — ca lsin k i h i together with s — w x l s i n  k 1 h I or simply, taking a = 2 (the limiting

value), K 1 — 2w (for our case)

g ‘~ 1 — lssah; S ‘~ lewch (i1414 )

for sufficiently small h.

Suppose that for certain finite values of a and A the roots of the polynomial

are real , then the important conclusion follows that the reci procal rate of convergence

of this relaxation method is given by

- 
~~~~ - 

h
1 

(1145)
mm

This result in dicates that the third order relaxation methods for systems of (elliptic)

first order equations converge three orders of magnitude faster than the Lax—Wendroff

me thods previously used (periodicity boundary conditions).

It is of interest to study the properties of the polynomial for a (Eq.1143) for

a momen t. Again we avoid to write down the rather complicated analytical expressions for

the solutions for a , of which one is always real , whereas the other two are conjugate

complex , in general.

In Fig. 14, 5 and 6, these results are plotted for three different values of

A 2 (5,9, 12), where real and imag inary parts are separately shown . It is evident that the

best values (mini—max ) for a are obtained for A — 3 (Pig.5) where the imaginary part

becomes zero for the first time with increasing A and a . This condition is met if the

discriminan t d of the polynomial F(~~) — 0 (Eq. 114 3) vanishes. Since d e q 2 + p 3 with

1 — V! a2 and 2q 5 — + — 
~~~~~~ we obtain the numbers a — v5; °123 — ‘~~~ ; A 3

and finally -:

RB —
~
-—

~~
— h

1 
; a 14w/i h (1146)

opt

V —- —V _V -. ~-5~ V
- -~~~~~-----V- -—~~~~~ ----5 

_ _ _ _ _



V _
~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
— 

~~~~~ ~~~~~ _V .~ -V~~-V~~ -5V- VV__ -V- ~~~~~~~~~~~~~~~~ 
V_ ~ 

V_-V- V_V -V~~-V — ~~~~~~~~~~~~~~~~~~~~~~ V~_ V~ -y

The co nvergence history for three different values of A with optimised relaxation

coefficien ts are depicted in Fi g.7 for a fixed meshsize h (h — 0.05). The number of

i tera t i o n s  i s  si gnificantl y reduced for the same c o n v e r g e n c e  level taKing A = 3 an d
V 

s — 1.08. Furthermore , near the absolute optimum one observed that the errors c i
opt max
(defined as previousl y) have the tenden cy to increase cyclic before they decrease again.

This phenOm enoO , is related to the occurrence of multiple equal solutions of the

characteristic polynomial.

Similar results . ave been obtained for 2— D problem s , employ ing the general

third order relaxation process Eq.139.

We emphasise again that the ideas we have used to  opt imise the preced ing

relaxation methods are applicable only for systems of which the stationary problem is

e s s e nt i a l ly e l l i ptic. It is not yet clarified , how this proidem can be solved (assuming

that the contraction property of the step operator is established) , if the stationary

problem (time independent) is hyperbolic. Physical intuition suggests that the questio n

is probably irrelevant.

F i n a l l y , we consi der the second order relaxation process (Cf. Eq. 1 13) which

may be discretized as (the subscri pts m , 0 are not written )

V —k+ 1 -Ic 1 k 1 K
w = w  - — r A d w — — r B i w2 x 2 y

( 1 1 4 7 )

w
l

1~~~~~~~
(w

k _ A ) + ~~~~~~
S
~~~~~~

the characteristic polynomial for these equations is given by (A ~ 0).

(i + s)ri 2 + (s + i ( A  + S ) % L
q

)Tl + lSU
q 

= 0~ (i lB)

where r~ is related to the contraction factor g by g I + ~~ , an d the lJ
q 

are  the  el genvalues

of the matrix Q given by equation (11 4 1 ) .

One shows that the ei genvalues g of the step operator are satisf y ing the

con traction property, if the following conditions are met.

0 a 5 a 1; A 2 > 
1 rnax i u

q
l2 

~ 
2 

A 2 A + s  
(1 149)

an d p ~ 0 for K. ~ 0.q

We do not consider the problem of optim isation .

All the methods for systems of first order partial differential equations ,

we have presented so far , may be easily genera l ised to treat conservation equations of

the general (non—linear form)

3.F .(w) 0 j = 1 ,2 ,3, (150)

w h e r e a. = -p--—— and the F. are vector valued functions , e x p r e s s i n g t~~e c o n s e r v a t i o n
,j A x

of mass , momet~tuur and energy . Since theoretical conclusions for these tin general non—

li near) problems are extremel y difficult to obtain , if time dependent relaxation rt et h~~d s

a r e  c o n s i de r e d , numerical experiments are required. Our practical experience indicates ,

that if the continuous or numerical relaxation method is not established for toe li re ari se d

p r o b l e m , there is little hope that the method will work in a non—linear case. 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ 
---

~~~~~~
- -V

~~~~~~~~~-



- - —  - ----- -~~~~~~~~~- - - - ---- -~~~~~~~~~~~~ - .. V 5 - V~~~~~~~~~ V~~~~~~~~ -~~~~~~~~

3. TIME DEPENDENT RELAXATION METh ODS FOR FLOW PROBLEMS

In this cha pter we mainly consider two classes of problems , namely the compressible

Euler equations and the incompressible Navier-Stokes equations with the primary interest

to develop systems of first order continuous time dependent relaxation equations.

3.1 The compressible Euler equations

The general and natural hyperbolic time dependent equations , e x p r e s s i ng the

conserv ation of mass , momentum and energy , a re  g i v e n  as

+ p A  c . = 0 (i~~i)dt j  j

dc -

p~~~
-l + a.p = o (152)

— ~~ ~~~~- = 0 (153)

w h e re p i s the d en s i ty ,  p the  p r e s s u re , a the internal energy and the vector of

veloci ties with its components c. = (u ,v ,v). The material derivative ~~
-
~~

- is  d e f i ne d as

where the summation of j is extended from j = 1 to j = 3. The above system is comp le ted

by two equations of state , the caloric and thermal one , which for a perfect gas read

£ = c T ;  p = (‘y — 1 )pc (1514 )

wher e T is the absolute temperature , C the specific heat (constant volume), and  y t h e

ratio of the specific heats. The energy equation (153) can be replaced by an equation for

the en t ro py ~~~~ = 0. Since the entropy s is not a conservation variable , Eq .(153) is

re tained.

The basic system can be casted into a form which expresses the conservation of

the different fluxes directly

a
~

p + a (pc .) = 0 (151a )

A~~
( p c . )  + 

~~~~~~~ 
+ P c~~

C
~~

) = 0 (152a)

A c  + a .  [c.(e + p)J 0 (153a)

wher e e denotes the “t o t a l ” ener gy defined as e = p a  + K , where K is the kinetic energy

k j- pc ~ of the flow. The quantity 6.. denotes the usual 6 tensor. The pressure becomes

p = (y — 1)(e + K).

F i n a l l y , an equation for the kinetic energy can be derived ,

+ c~~A~~k + c~~A = 0 (1514)

which in dicates that this quantity is not a conservation variable.

As already mentioned , the time dependent Euler equations are hyperbolic for

all speed ranges. If shocks or other discontinuitie s are excluded , the entropy remains 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V
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a cons tant for each streamline , hence the system has no dissipation. In consequence , a

me thod which solves the initial value problem , would never converge to a steady State.

Of c ou r s e , the Euler equations are representing not the “reality ” , since the

influence of viscosity and heat conduction is not taken into account , whic h are rejre-

senting typ i c a l ly dissipative effects.

Our problem to find an initial value problem which introduces dissipation ,

such that the steady state is obtained asymptotically for large times , therefore cannot

be solved re—introducing viscosity or heat conduction term s , since the steady state

equations are necessarily altered, However , as the preceding chapter showed , the conce jt

of relaxation provides a mechanism which introduces during the transient phase d issi l atiO r .

without altering the asymptotic steady state.

We conside r first compressible potential flows , whic h  are governed by the

f o l l o w i ng e qua t i o n s

~~V2. + p 2 . c .  — 0 (i~~i)

dc -

+ a.~ = ( 1 5 2 )

together with p = ~~5
’~ (A > 0 const.)(isentropjc flows ) and where the following relaticn for

the (local) speed of sound a may be used

= a2 ~~ . (156)

A s s u m i n g t h at a s c a l a r  poten ti a l  • ex i s t s , and that c . = a.~ f o r  j = 1 ,2,3 , the

m o m e n tum e qu a t i o n  y iel ds the generalised Bernoulli equation (~
‘ being defined as

1 2-
~~ c l )

+ + = 
~~ (~~~~) (1 57)

where the ri ght hand side of this equation is only a function of time. We assume , h o w e v er ,

this f u n c t i o n  to be a c o n s t a n t .

Combining the Bernoulli with the continuity equation 1 fin ally y iel ds the basic

equation of (classical) gas dynamics , e x p r e s s e d as

+ ~~~~~~~~ + ~~~~~~ 
— a A a a ~ . — 0 . (158)

The time dependent operator of this equation is now changed into a relaxation operator ,

such that a relaxation equation results. This relaxation equation reads

+ + 2 
~~~~~~ 

+ c~~3~~~ — a2 = 0 (159)

where t denotes the relaxation time. We showed already earlier that this artifi cial

time dependent equation is indeed a relaxation equation for Mach numbers less than one

(0 a C )(linearjsed ca0e). It is evident that this relaxation equation can be used

directly for numerical purposes (relaxation schemes).

Since we are in terested to deal with first order systems , we express Eq. 15 0

as follows.
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Definin g q = - — (a
~
$ + c .A~~~) (160)

we obtain after some mani pulations the first order system.

A
b
c. + a. (2~ + q) 0

(16 1)

a q + a 2 3 .c. - c .a.k +~~
!
~~(2~~~+ q )  0

t . J J  J . J  Vt

w h e re the loc al spee d of s o u n d i s  ex p r e s s ed as

~2 ( i  + V M2) + (y — 1)(q + ~) (161a)

in whi ch a
= 

an d M are the velocity of sound and the Mach number at infinity (reference

state), respec tively. The first three equations of Eq. 16 1 are expressing the fact that

the flow is irrotational , while the second (scalar) one of Eq. 1 61 contains essentiall y

the residuals of the steady state problem we want to solve.

We wri te down the system for a two—dimensional case

u + 2uu + 2 v v  + q — 0
t x x x

v + 2uu + 2vv + q = 0 (162)
t y y y

+ (a 2 - u2)u
x 

— uv(v
x 

+ u
y
) + (a2 — v 2 )v

y 
+ ~~(u2 + v 2 + q) — 0

or e x p r e sse d in v e c tor fo rm , wi th ~
T 

= {u v q }

a + A w  + Bw  + b O  (163)
t x y

where the matrices are

2u 2v 1 0 0 0

A 0 0 0 ; B 2u 2v 1

a2 - u2 -uv 0 -vu a2 — v2 o

an d bT = (O ,O ,J. (u2 + v 2 + q)). It is clear that the problem (163) therefore is again

sin gular hyperbolic , the eigenvalues of the matrix P — k 1 A + K2B with — C k 1 , k2

b e i n g

p 1 0; p2 1
3 u k j +~~~~2 ± a .

The sys tem 161 is not completely in conservation form since the relaxation equation is 
V

no t expressed as a divergence free equation. Apparently the system (Eq. 161) is valid

only for Mach num bers less than one. If the calculation is extended into super8onic

domains (2~ > a2), then the relaxation function must vanish (which is accomplished by

-. =) and artificial viscosity is r e q u i r e d , in or der to obtain convergence. Since the

flow is assume d to be irrotational , the viscosi ty terms require a specific form , of

which we give a simple example . The complete system therefore becomes

A c . + a .(2~ + q) — Z A V A . c . = 0
t i  i i j j

(1614 )

+ a2 A .c .  — c .A . ~~ + ~~~~~ + q) — 0 where a > 0 is a (usually small) scalar.
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I t is , of  c o u r s e , desirable not to be restricted to potential flows only. We therefore

V 
consider now the general Euler equations , for wh ich relaxation methods (linearised forms)

have been presented in the preceding chapter (Cf Eqs i. iC , 126 and the discussion

pertaini ng to them).

For the second order relaxation process , the ron -linear system may Le written as

~ + ~~F (w) — sA.3 . w — 0
t j J  J J

(165)

~ + A~~~ h (w) + 1 ( w  — w) = 0
t .1.) I

~ rer ea s for the third order relaxation process , one obtains

w + A F  ( w )  — c z A . A .w = 0
t . j

+ A .F . ( w )  — ~~~~~~~ = 0 (i€ ~()t J .

w + A 2 A . F .(w) + -
~
- (w — 

~ ) = 0
t I

In either system , the vector a is represented as w
T 

= ~~
, p c., e} and the Vector vaiued

functions F.(w) essentiall y are given by

Dc
i

F. = p 6. . + Pc i c
j j  

( j  = 1 ,2,3) 
- 

(1 6?)

c.(e +

For completeness we have indicated the princi p le , how artificial viscosity may be

inclu ded in these systems , if necessary (a > 0).

The storage requirements for these methods are not negli gible small and one

V therefore may ask whether relaxation methods can be developed which employ less equations.

This is in deed possible , if a restriction on the Mach number is accepted.

We consi der again the general system (Eqs 15 1a — 153a) in which the pressure is

now replace d by a variable q, called the relaxation pressure , whic h should become the

us ual equilibrium pressure p (in the thermodynamic sense), if the steady state is reached.

Since a new variable has been introduced , we need , of cour se , an additional time dependent

equation which may be called the master equation for the relaxation process.

The time dependent relaxation equations for the Euler equations then may be

written as (other forms are possible to derive).

A p + A .(pc .) = 0
t J .1

A
~~
(Qc.) + A . ( q d . .  + P c~~

c
~~

) — 0

(168)

A~~e + a . Le~ (e  + q)J — o

— A 2 A
t
p — 2(A 2 — 1 ) a

~~
K + ~ (q — — 
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where t is the positive relaxation time and A 2 a posi tive parameter. There are several

remarks to be made about this system. The relaxation pressure q at the steady State

(assumin g that it exists) equals the equilibrium one. The s t e a d y  s t a t e  the re f o r e  i s  no t

al tered. As a consequence the above system necessarily is singular hyper bolic , wh i ch

imp lies that no additional characteristic directions (ei genvalues) have been introduced.

For A 2 — 1 the system is obviously decoupled and the relaxation pressure becomes a time

dependent function of p. The time derivatives for the pressure p and the kinetic energy

k of the master equation may be replaced by spatial derivatives , if the thermal equation

of s t a te  is used (for a perfect gas , we have p — (y - 1)(e + K) and if the equation for

the kinetic energy .

+ c .A~~k + c .A .q — 0 (169)

is inserted. Finally we remark that the energy equation (total energy ) may be dropped ,

if the equilibrium pressure is a function of the density alone (adiabatic flows).

In or der to get a be t t e r  un de r s t a n d i n g  f o r  the above r e l a x at ion  equa t i o n s , we c o n s i der

a one—dimensional version , which may be writ ten as (K = ~~
- u2 , 

~
j- = }

~
- + u f—) V

+ Pu x 
= 0 mass (170a)

pi~i + — 0 momentum (170b)

0 dt 
— 

p dt 
— 0 energy (170c)

— A 2p
~ 

— 2(A 2 — 1)K
~ 

+ (q — p) — 0 relaxation (170d)

together with an equation of state p = (y - 1)Pc (A forcing function has not been added ,

f o r  c o n v e n i e n c e ) .  The  e n e r g y  e q u a t i o n  is  r e w r i t t e n , u s i n g  t h e  e q u a t i o n  of s t a t e , h e n c e

- 
~~ ~p + (y — i)q’j ~~ = 0 . (171)

The above system is linearised around the steady state using the followin g representations

(acoustic theory )

u = u + u ’ , q — p + q ’ ; p = p + p ’ ; p = p + p ’ (172)

where u
0, p ,  p are cons tant reference values at the steady state and a~ — yp /p is

t h e  ( a d i a b a t i c )  speed  of s o u n d.  I n s e r t i n g  t h e s e  expressions into the system and dropp i n g

h i g h e r  order terms of the perturbations , we finally obtain the l i n e a r  s y s t e m  w i t h  c o n s t an t

c o e f f i c i e n t s  w h e r e  t h e  primes have been omitted.

• ~
, u — 0

dt 0 X

du
p — + q  0

0 dt x
(173)

- ~~-~~- - 0
dt o d t

— A 2
~

r
t 

- 2 (X2 — 1) (P
0
u
0
u
~ 

+ 
~~ 

u
~~
D
t
) # ~

- (q — p) — 0

where the ma terial derivative is given by — • u0 f. Eliminating p , p, q successively

f r o m  the sys t e m ,  a sin gle partial differential equation is obtained for the velocity

pertur bations. 

~~ - -V - -V_ _ V-- V — V - ~~~~~
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.L ru + 2 A 2 u u - A 2 (a 2 - u2)u + u + 2u u — (a2 - u2)u = 0 (1714 )
A t - tt o xt o o xx tt o xt o o xx

This is a third order hyperbolic relaxation equation (and therefore also the singular

sys tem 173) if we require

O < r < ;  A 2 > 1 , u2 < a 2 
. (1 75)

0 0

The 2—dimensional case , which is not presented here , introduces again an additional

ei genvalue identical zero , but otherwise no further conditions. The occurrence of an

a dd i t i o n a l  z e r o  e i genvalue expresses the fact

p— 
~~~ v + u ) = 0

dt x y

which imp lies that the flow particles maintain their vorticity. The relaxation equation

1714 is representing travelling damped acoustic waves which propagate with the “relaxation

speed of sound ” Aa > a .  The application of the relaxation equations (Eq.168 ) is

restric ted essentially to subsonic flows (14 a 1). We remark that the discrete version of

Eq.168 , m ay well need some artificial viscosity. This aspect is not discussed here since

V o n l y the continuous time dependent equations are of interest.

3.2 The inco mpressible Navier—Stokes equations

In or der to conclude this chapter , we fi nally consider incompressible flows , ir

particular those which are governed by the full Navier—Stokes equations. Most of the

previously published methods (see for example Wirz and Smolderen , 1973) are based on a

formulation which involves essentially the vorticity and the stream function as dependent

v a r i ab l e s , thus eliminating the pressure in the orig inal equations. There is , however , an

increasin g interest to solve these equations employ ing the original dependent variables.

The incompres sible non—dimensional and natural time dependent Navier—Stokes

equations may be written , following the notatio ns earlier introduced for the Euler equations

A~~c . — 0 con t in u i t y

(1 76)
dc . 1

+ A. p - — A. A . c . 0 m o m e n tumd t m Re j j m

where Re represents the Reynolds number. For Re • = , the incom pressible Euler equations

are obtained. These time dependent equations are degenerated since the continuity

equation contains no time derivative , which obviously complica tes time dependent methods

in tended to integrate the above equations.

Chorin (1967) presented an idea for an artificial time dependent system , re-

in tr o d u c i n g  a w e a k l y  c o m p r e s s i b le gas , (the method of artificial compressibility)

• 6A. c . — 0

(1 77)
A C . + c.A. c . + A .p — A . A . c . = 0
t 1 .~ 1 1 Re ,j .j i

where 6 > 0 is a constant parameter. One shows that this system is hyperbolic , if Re -. =

and equally that it is not a relaxatio n one. Thus we expect that a s t a b l e  f i n i t e  d i f f e r e n c e
approximation for Eq. 177 for high Reynolds numbers converges extremely slow , i f  i t
converges at all. This fact is confirmed by the computations carried out by Chorin.
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In order to accelerate the converge nce of the artificial time dependent methods

based on the system 177, we i n t r o d u c e  a relaxation process , leading to the system

— A c.
1 1

+ a .~ — 
~~

— Ac. — 0

p + da. e . — 0 (1714 )
t ,J ,J

— A 2p~~ 
— (x2 — l)k

~ 
+ (q — p) — 0

where = 02 and q is the relaxation pressure , s the relaxation time , A 2 a p o s i t i v e

constant parameter. For a linearised version of these equations (travelling acoustic

waves) it is possible to show that indeed a relaxation equation follows , if 6 > 0,

> 1; ~ a 0, finite, ror arbitrary Reynolds numbers. It is extremely difficult , if not

impossible , to establish the contraction proper ty of the time operator for general

multi—dime n sional flows. For modest Reynolds number s , numerical computations may give

some evidence.

Proceeding along these lines , a finite difference method has been developed to

solve the above relaxation equations numerically. It appeared to be more convenient to

employ a somewhat different continuous relaxation system , which may be wri tten as

+ ~.(p + — g) — Ac
1 

— 0

p + 63 .c. — 0 (175)
t J J

g + (g - g) = 0

whe re is defined as — (A 2 — 1) (p + 
~~

) .  The following 2—D test problem was selected

(Couette flow with pressure gradient), of which the steady state is Known analytically. - 
V

Consider a parallel flow between two planes , of which the upper wall is moving in the

streamwise direction (the x co—ordinate) with the constant velocity u • 1 , the other 
V

being at rest. Then the streamvise velocity ~ is essentially a polynom in the y co—or dinate ,

the pressure a linear function of the x co—ordinate , and , of course , v 5 0. The above

time dependent relaxation equations then were solved in the domain - -

B — (x ,y,t(0 g x ,y g 1 , t ) O

by an explicit , two level finite difference method employing only central difference

operators and where the last two time dependent equations of the system 175 have been

discretised implicitely.

it is evident that the numerical method is creating immediately a velocity

component v ~ 0, which is therefore a measure for the error committed during the

transient part of the solution.

In Fig .8 , we have dep icted a typ ical result of the convergence history for a

Reynolds number of 100 (non—optimi sed ,6 — 1), versus the number of iterations , N. The

top ri ght corner shove the steady state of the flow configuration considere d. The

parametere are h, the meehsize (equal for both spatial co—ordinates), dt the t i m e

incremen t 1 s the relaxation coefficient At/s . The errors , depicted in Fig .8 , are defined as

the maximum value over the entire domain B.
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T h e s e  r e s u l t s  c o n f i r m  t h a t  t h e  ab ov e re l a x a t i o n  m e t h o d  c o n v er ges to t h e c o r r e c t

~,t e s d y  s t a t e  a l s o  f o r  a n o n - l i n e a r  case , w h i c h  c ou l d be s h o w n  t h e o r e t i c a l ly o n l y  f o r  a 4

l in e a r  s y s t e m  -. . t t ,  e~~!, st an t  co e f f~~e i e n ts , h u w e v e r .  No attempts have been made to solve

t h e  p r o b l e m  U t  ~t 1m isa t i o n , h~~wev er.

In concltss .on -. t -  see t hat efficient time dependent relaxation methods may

eq ua l l y  4 e  u e v e l o p e J  f~~r tJ - e incompressible N~~vi er—S tok es equati c-os employ ing t h e

o r sgLnal ue~~e ndent - ‘~r i - ~L i~-s .
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F l i i l  flows - c r - c t i r i n g  v x  t i  i t y  wh ich is c r 1 1 1 . ,- to rc~~t r i C t t V 1V V.O -V r ’ - l ’ ior t r  ‘ r .~- l-j .d ,r- e ~-- ‘—r - Ic

to t l - c~~c - V .~-n t  b y ~~~~ h o -  5-etc i tex - e tri od . l h i r _  method i r v c - J v c r .  t i e  cOt rV :VV.c : V I I  t~~C~~t7 j :  ~~ ii

being r - ~ r Nt,- 1 y a r un! ,-t I discrete line vo . ci en . . ~ t c  k m et -at  I ~~t o~ ‘-r 1.- - o - f — rt. Vr - t  inc ,r I -

u t i l i s e d  to c t . - r -  I i . . -  t i , -  -c - t i c - n  or t h e  l ine  vt - ct t I er- and the evolution of t i , -  : cw  h eLl is ir V t e rr .- . hrr -

t h i s  sot ocr - w - I b e r n  i on  ~l , I X !  I if l t U / t I 1 and fully three I ic-..-rn; lortal - c wr -  h . a v €~ l eer .  r r - ~~~~ -d y suob

the cot.~ lex it - ,- and -Icu-a tion of tie computations increasing i~y l ~~~~, as one r — 1’re- - .-~~ t r - ,-r.

t n~- r e  - .itegories . r c - - the i r . t - r - .- --c t ing - -l n~~c- t c  of the method in the various m’- l l V S W I V I . h  itO _SE I I : . 1vc-

.1- -v e iL ed rot  the II 01 ~os-.ntion of sol id d u l l y  ic i n t o  the flow i ’  1 1. ~ w c -  I i v . - r c  lonal comp lex ; t c - r - c  ~~l1

low theor y ,r t  t h e - - a - I  t- source/sink method hcv e c r  ceo used in a v- ti ~ , -t  -
. - I r . t .-  x .  - 1 ~~-

a c ions h- 4V ,V~.V • V V ,V (~ V V _ I irsbedded solid c t  j -  r of a r - u t u t - c -  s .. h c :  r i  t 4t ~- v ot ci I’ - . cr - - i log cunli ry lo-,- er n

•; r-u-c :t s -r. t: . - - :  -
‘ t to create -;e~ - t r a c e  1 shear layer - in the flow , and L in cc d . c r - -  ‘ c - • t of c~~- c -

—o- -~ar  t e l  1 - e r -  c h i t  th . -  c e t h c 1 is app lie-I. The vario- . icc- t eL l  of tIc- cr.:. , c l  lot-o cr. t ic - or .e .r 1—l et s

and roe din ,~~~c- vortices form :ct:,-r most ic - t I! ‘~ t iri- ~~ c t of ‘he sot 1 ect

e lit- st recogn o~ aI le use of t I c - : r . et h .o d  c- t i. ty Rosenhead (li d ) , I t t Ic - main impet s cc its ne-ielc: -
-- c-ru- came w i t h  the advent of the ni g h - I C V V ~i d i g i t a i  o-; ten . The first tew get -i .lt:cns 01 c’r-;oter’s l Ive

u -on  the levelo ; 0 € - N t  of tIe c- t rot : for rr l i l l y  two- t i r . -~~r~~~ on a i  and axisyrrurretric flow sit ..tions , :t c r c

of the cu-ror .t row g e t  or ,tion of V ~ rr. ; u-er- (I I ‘s D ic t t 11 u se  I !c r r a,  i r s  e r , CX’ Sta r , to,-

c- , and 1ii~~I ir m a c h i n e s )  w 1 hr  h g c i .r cc- I imensional dl r e t C  V /-V t t I - X I W o~~ Vu- a t  011.. W i t  111. t I.. 000 S

of reasonable cpu t i O c - . ore use of ci. method for three- I i c ~~r - n L : t l  f l o w s  has , it f~~. t , a lr . - ~. 1 /  aLe - Ir e :

it. the l tesat ,re

The - - e t r c x t  is r o t , in t: ,, u - .  Vr -~~s c-p i n i o n , c--c .e which lersis Ic el f t- 11 ,- ic- cl-c . of c— i; _tc-: l-

c e ner d i  flow si r-~ L ot i on  p a c h a~~c-s i n t o  which the usc- c need cclv c - i c c - i  m i r , I r ,  I ]  .~~~
-. cr - i _ e r r i n g  o ut - n a r y  a r -I

other flow -ori I i t  icr,s and then allow the ~~.I ~ ge to i e  cc  t I  model , I . t  or e tin I ii tie; e-r.cs rot- it SucCeSr

on ~Ir  inc elli geor an t often ir,genL-cus use of the anti i ; i ’ - I f eat r .- - f the low to u-eate the most

model of any g iven Ituatior.. This presentation will therefore be I-cr -m ated by an historical -les - r-i ;tI/- r

of much of the wor’ that has used the method , l ii- hi ii-h t ir.g the dif ti lties that have been overcome an d the

methods that have l eer u~~crL  F i t - - r t l y , however , some basic r t c_ reti ci f V a c ~~prr -u- .I is h u i l t  up to provide on

overall understanding of the context within which the method at be ~ t e l

1. SOME THEORETICAL F- U I I 2 A T I  1!

1.1 Fluid Motion as the Result c-I Vorticity and l ivergerce Fields

In analysing the motion of a fluid near a point x It is found that , to first order in linear d itrensiori s ,

the velocity field consists or the superposition of

(1) a uniform motion with velocity u (x);

(ii) an isotropic expansion whose rote s f  I rCISP of volume/unit volume is Lu;

(iii) a straini ng n o t i o n  without change of volume ;

( i v ) a r i gid body 1- c--t -a t in n of the I 1 i t  with i r ~ ’ la m  velocity ~(V 
C u )  c, say .

B- it-n e lor (1t 6 ) g i v,  an elegant I e r i v a t i c - r t  s.f tL- e re-u_ i tt- . The quantities ~ .u and V , the diver-

gence and u-I ._f ~ 
V/~ ~~~ ri  t i o n  of ;o-ic i o n , irc independent of the choice of axes in fact. is- give

‘ I . ’- n-ire ver t ie  rp  to V x u and write a V ~~. I f we seek the velocity h i d  I t i a t  is 1orrsis tent wit h a

,‘iver diver g.- -ric €- , V ’ i t ,  - -a- t i t . ,  o , l i o r r i l  t i c t .  in c c - - c r , -  reg ion of space , we can write 
V

U = U I + U 2  + U 3  . . .  (.~.l)

where L-~ = V x u 1 a 0 ... (1.2)
Vu-., = 0 V u2 U) , (1.3)

= 0 V - 41 3 a 0 ... (l. i)

It is known that - t  solution for u 1 is

a J_ fJJ ~~~~~~~~~ tt(x ’)  dV (x ’) ... (1.1)
- x ’ I
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and for u 2 ~~

1 1ff (x  — x ’) w(x’)
u2 ( x )  a — — II  — — — —  dV (x ’). ... (i~~ .)
— — ‘~~ f lJ lx  —

V — —

u 3 is a velocity field with zero divergence and Vol ticity and is normally determined b y the coci-lito ~ r s t o

be satisfied on the boundaries of the reg ion occupied by the fluid .

The form of (1.5) and (1.6) suggests that we may regar d the velocity at x Ill partly composed of the

sum of contributions from the divergence , Mx ’), and vorticity, 52(x t ) , at all cOin t s x ’ c-f t ie fluid.

This concept of the velocity field as being driven 1
~y vorticity and divergence fields is fundamental 

to

toe discrete vortex method. It often happens that the vorticity and divergence fields are only non-zerc

on restricted sub-reg ions of the region occup ied by the fluid . In this case , we can sco t t - ict toe integrals

of (1.5) and (1.6) to these sub-regions. Suppose in (1.5) the region in which Mx ’)  ~ 0 is V 1 . Now let

the volume V 1 contract to contain only the point x 1 and ti(x 1 ) • ~ in such a way that

~~ 
~~ -_~~ A (x’ ) d V  

m (x - x)~~

V I ~~~ 
— 

~~~~ 
— l .~ 

— x~I

then we say that there is a point sour-ce of strength m at x j. If there are many such points then , of

course , m.(x - x ,)

ui (x) = ..!- ~ — . . . . (1.7)
— — 14 11 . lx - x . 1 3

1 — —j .
V Similarly ,  we may define a line source and sheet source in which the region of non-zero divergence tt (x’) is

restricted to a line or surface in space . Vorticity is amenable to nearly the same treatment . Let us

first define a vortex line as a curve ever ywhere parallel to w(x) and a vortex tube as the volume enclosed

by a number of vortex lines (see Figure 1.1). Since w V x u , V.w a 0, so by G~. t o . -  theorem applied to

the volume occupied by the vortex tube between S1 and S2

Jf o.dS a

S+S1 i-S2

Now

J J w.dS 0

since S is a surface composed of vortex lines So

JJ
U).dS = 

JJ
w .dS

(changing the direction of the positive normal on one of S1 or S2 so that both point in the same direction).

Hence

J J w.dS constant -

St

for any surface S’ spanning the tube and is called the strength of the tube . A result of this is that

vortex lines cannot begin or end in the body of the fluid . Either they are closed or end on a boundary of

the region occup ied by the fluid (possibly at infinity). It is obviously nonsensical to talk about a point

vortex , but line and surface vortices may exist. If the vorticity in a fluid is confined to a vortex tube

surround ing a curve C , then by letting the cross-sectional area of the tube tend to zero and the vorticity

at its centre tend to ~ in such a way that

JJ w.dS~ -*

we f ind  that
= - 

~ JJJ ~~~ dV(~~’) -. - ~~ J 
(~~~-~~~ )~~~ d& - ... (1.8)

This entity is known as a line vortex of strength k per unit length lying along the curve C. The curve mac,

of course , be closed or extend to the boundaries of the fluid. If there are a number of line vortices

present in a fluid flow region we will have

— 
k • f (x — x ’) x dQ, (x’)

U2 (X)~~~~~~~~~~~~ l 
— —

ci — 
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The concept of a line vortex is fundamental to the discrete vortex method of flow analysis. Of course, we

can also define a slit --c t vortex when the induced velocity field will be a surface integral over the whole

vortex sheet.

1.2 The Vocticity Lq~:at i lli —

Taking the curl -i - f the Navier-Stokes equation

+ t V -  + Vp vV 2u ... (1.9)
II — —  p —

we obtain
— + a V e  = — w .Vu + vV~w . . . . )1.1C)
It — — Dt — — —

The change in the v i i  tic i cy w it , t) is - auto - - I i -y t w o  c - f !  c-C i - first ly, ar it t c - r s i  I Lot ic- n due to strec

ing of the vortex lines by the iluid n- n on , and se-.-ori d ly , a d i f h i - .ion i f  vo- r t icr t- ,- due no v i s c o s i t y  c-f t he

fluid , If the viscosity is negli gible , at least in the body of t h e  fluid , then c r c -  r t  1 1 0 1  there is ;

i . ’c c I ’ l c  irid vortex lines follow flU~~Vl r-j t c-r- ial lines, Their strength , c - I  cur -- c , changes as the mal l-I ! ~l

lines are stretched or c:cr~ire-cce d by the motinn. For a vortex tube tne c - t r e t -- hirg wLl re- lac e its cross-

section and the two ef fects , intensification of vortex lines and reductior . of cror~r--sec t l — r , , are balanced

so that the strength of the tube is unchanged .

Two properties of line vortioe~ in an inviscid fluid region thus emerge. l i t  o n l y ,  a line so, cex iz ,

and remains , associated with a fbu i -I material line and so convects with the fluid , and secondly the

strength ob the line vortex is constant. For thy-ce-dimensional discrete vortex computations the effeccc of

vortex stretching does become important in tha t , for a curved i .leii line vortex, the self-induced veio -oity

at any point is infinite. This problem is overcome by modify ing the velocity induced at any point by to.-

irruriediately adjacent segments of the line -.-c-rtex to an expression appropriate to a vor tex tub e -cr nnall

lo t hi nit s - cross-section. This cross-section is then modified as the line vortex is stretched or

;ressed. We shall return to this point later.

1.3 Two-Dimensional Fluid Motion

In two-dimensional  flow we have

u ( x )  a ( I I  x , y )  ,v( x ,y)  ,—- ) . . . (1.11)
an-I 52(x) V u (C ,i ,~~- - ~~) ... ( 1. 12)

— —  — ix a~
so u is a vector in the z-direction. Then the vorticity equations gives

Dti

l i t  —

Thus the vorticity remains conf ined  to the z-direction and , in the ahsence of viscosity, the vorticity

associated with any fluid element remains constant . It is this constancy of vc- rt i0i t y and motion of

vorticity with fluid lines which gives the diScrete vortex method its appealing simplicity in two-

dimensional flow analysis.

In irrotational flow , when w (x) = - , v u , wh i- .-h is the condition that udx e vdy is a perfect 11f f -
— —  — x y

erer.tial , that is that there exists ~i ( x ,y )  such that u = and v I t .  Similarly j r-i incccicpre ssible f low ,

V.u r 0 a> a = — v , that is -vdx + udy is a perfect differential so that there exists ,- (x ,v ) such that

a r ( ,  v = -‘ p .  • is called the comp lex potential of the flow and ( the stream fun ct ic-r., Now obviously

u r r I
x

5
~~y 

v r
~~~~

a _ P
~ 

... (1.13)
and these are the Cauchy-Riemann relations between ~ and It. Thus we are assured that

~~+ j r ~~r f (z) w h e r e z r x + j y

and the func t ion  I of the complex variable z is called the complex potential of the flow . f(z) is an

analyti c h-an - - tion of z except at singularities of the flow , that is line sources, line vortices and corc e

more compli-.:ate d entities such as line dipole sources which will not concern ur . lr-oe relatively simp le

analysis (see Ba doic ior for details) reveals that the --c r-i- i r s -  :ccte: c ials f r-V S a line sour-ce c-I tct~ - o-r.gth in

. i n I  a line vortex of strength I cit z = z0 are

f (z)rftn(z _ zs) and f ( z ) ~~~~~~~~~~ n ( z t- 0 l

respectively.

For -i complex ot cV li ti al cs ‘-x lot i :u ~ flow must Ic i r rot ition,-il -in-h inviso id. ic-I cr the-ce c o t o h i n  ions

t h e  gove rn ing  oqIlat ions are 1 11c c it , so c ~rc; 1 -s c-root ia is are addi ~ ive.  For- exa m’; I - , r e  p c -t en t  i a i  01 t h - ~

flow ri-re ~c. c i  l i n e  it-S t i O P O  c- f  c t r - V V S I I t .  Ic , . 4 1  puLl l i t - c ,

-— V . ~~~~~~~ - - - ~~~~~~~~ -- - — V ~~~~~~~~~~~~~~~~~~~~ -—V -V -V~~~ .-V~~_ - ~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~ 
~~~~~~~~~~~~~ ~~~~~~~~~ ~
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f(z) - 

j r~ 
~~~~ fri (z - z.). ... ( 1 .15)

hince 
+ 

-

dz ~x Ix

we have df a u(x,y) - jv(x ,y) . . . (l.lo )
so the v e l o c i t y  at any posi t ion z is easily found by differentiating the complex potential.

A pr operty of com plex potential which has important repercussions in discrete vortex work is that it is

a transformal invariant , If we have a mapping z a c (A) from z to A planes the n , writing

f(s) a f(c (A ) a f1 (X )~
f(z) a ~ + j~ . . . (1.17)
f 1 (A) = ‘Itt +

A a ~~~~+ j f l  )

we have ~i(x ,y )  ~1(~~,g) so lines 42 = constant in the z—plane become lines 421 = constant in the A-plane ,

V which can thus be interpreted as a new flow field in the A-p lane . So given a conformal mapping z = r~(A )

and a flow field in either plane a corresponding flow field in the other plane is defined. In particular ,

V solid boundaries are of course streamlines , so a known flow past a solid boundary will define a flow past

the transform of that solid boundary. It can further be shown that the flow fields due to sources and

vortices transform to corresponding flow fields due to sources and vortices of the same strength.

1.4 Conclusion

This review of the theoretical foundations of the discrete vortex calculation method is necessarily

somewhat abbreviated and the reader who requires a more detailed exposition of the material is particularly

referred to Batchelor (1967) and Milne-Thomson (1938) amongst the many texts which contain this material.

2. AN ILLUSTRATIVE HISTORY OF THE METHOD FOR TWO-DIMENSIONAL FLOW CALCULATIONS

The first work to use discrete vortices to represent a vortex sheet was that of Rosenhead (1931). He

presented a l inear stab ility analysis of small perturbations of the two-dimensional infinite vortex sheet

separating two  semi- infinite spaces in which fluid of equal density was flowing uniformly in opposite

directions with equal velocity (U) parallel to the sheet. The stability analysis revealed that a sinus-

oidal disturbance of wavelength A and amplitude t would grow exponentially like (2rric/X ). However , on

taking second order terms , he foUnd that there would be an accompany ing perturbation of wavelength 1 and

amplitude proportional to c2 which would grow exponentially like exp(LilrUt/X) and so would ult imately

V 
swamp the first-order term . Subsequently ,  the third , four th  and hi gher order terms would successively

b~ come dominant . In order to study this  non-linear development of the perturbed vortex sheet , Rosenhead

replaced it by an array of two-dimensional line vortices arranged along the in i t ia l ly  sligh t l y  perturbed

vortex sheet (see Figure 2 . 1) .  The strength of the vortex sheet is —2U/unit length , thus if n vortices

per wavelength are used , the strength of each will be -2UA/n. An array of equally-spaced vortices along

the original position of the sheet is, of course , a stable configuration so the vortices were initially

placed on a sine wave of amplitud e O.1A , the predicted form of small disturbances using the linear stability

theory. Thus y a 0.lA sin(2mx /A). In this configuration the rth vortex , the (r i- n)th , (r + 2n)th ,

(r - n)th etc. , form an infinite row of vortices with spacing A. The complex potential of such a row is

f(z) a 

~~~~~~~~~~~ 

~~~~ — Z
r 

— mA ) ... (2.1)
where Z

r 
is the position of the rth vortex in the basic wavelength illustrated . This infinite sum can h e

sh own to y ield 
~
, 1 T ( Z  - z )

f(z) = i! ~- fn sin I . .. . (2.2)
fur ( A 

~
Thus the complex potential of the n rows of vortices which make up the sheet is

n . t t (z - z )
f ( z )  ~ ‘~

-
~~~ Ln sin 

1’ . . . (2.3)
rn

which gives

u n sinh k(y - 
~
‘r~u ( x ,y) ~ cosh k(y - y ) - cos k ( x  - x ) . . .  ( . 7 ~t)

mal r r

n sin k(x - x )
v ( x ,y) a - 

~ r~ 1 
cosh k(y - y~ ) - cos k ( x  - x )  , . .

Vc .t ~~~~~~~~~~ 
- 

-
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V where k a 2w/A . The velocity ot the flow at any point can f ‘- computed frsc,r, a k r s . w i c - Ig . -  of  the positi or o

of the n vortices r iling up the basic w iv , -lc -n c 1 ’t f .  N iw W~~ know r h  i t , in jovi t - id f l ow , the sot- iL i’ . reb u t.

unchanged in s t r e n g t h  and c - o mc v e  r -.~ : nl the fluid lines so t i ’ - velocit ie~ of the - ‘or  n I -er ,  in  he leVI , -I

f rom the v e i n  - i t y  of the f l u i d  i t  t hc -~ vor tex positions . I course , the  m c - w  of  v o r t i c e s  c-~I wb . ch a ~ c- rri -

cular vortex is a member does not induce c r y  v - I c  i t /  on t h a t  v s-i  n . - x , so t h i - ’ rc” . c t  1 s t .  i n t .  
- ~ m : — - .~~ 7 , -i

and 2. 5 excludes t h e  term r - e ; - r  ‘-1 , - i t t  ing th is - m m  1 i C r - ,  The t ime  lev ’- l  5 1  r - . r- r . c ’ I t i e  o r c f  ic ’  ,t  s t i r _ i .  ,~ -

com p ute d by Rosenhead by us irc c n f ’ , -  I n l e t  i t  - t i c  I _ _ i _ c c- S_ , V  V At  ,- i h t I rn~- - r - ;  ml. ‘- - “ V i ’  it let - c - I ,-  c _ f

vortex were computed , the ~c- c; it i ot of “ i- -h .eh v in — ‘c --I I y U ~t 11 1 then cbs- ye  l r .  L i  ~‘r- c -I  the  . 0 t t .~~ C.  1 V

this  new o n t i p’-rr am ic - ri t -n r ’t~ o r . -  I .,nd so the process !“~ 
c’ .te I i t s e l f .  ‘ t i n ,’ 2 , a , ~ i r i s ’. i c  -ic- r t i c e~ ;er

wavelength , Rosenhead was if ii’ m c - c-I crc,- a ‘:i’. o o t f c  r o i 1 i r g  up of the vortc- x h. ’~e’ I r . t o  ~c -m. -’- ’ct~~~r ,-l

clusters of vor t ices with r - p-i  I ng equal m s  nI t . - 4 lv,- i c - r i ,’ t f of t e -ri g i t V V i  1 .-r I t  I i c - -i , h - . m e

num ’erL-il t -om’q n t .cn;-t w c-; V V l ’
~~~’ 

- 0cc 4 11’ Pr --i f c c - f  - i i  ulator — i ver’,- lil or L c ‘~r c - V ~~i~~I c -~ As a

resuit , Rosenhead c i . .i ’, ,’c- ti me t c -~ - ; .  TI .- i’~ 1 I ,tions c-i- this w.’r ,- m s  ‘- c - ’ ’ - : : c - ’-  . r a later I c t ’

when the power of li g ital - . - - ; .~~‘-r  w e .  i-i -st ;1n .t ‘-  ~, 1r on c r . . p ro l l r-rr. ,

Birkhoff and Fisher- ( 1 , 1 4 )  , ‘~~- ! - ‘s c - i m p u t a t i on  with the same initi ci ; t cur l c-n ion V I I . ,.

vortex sheer , but using one ~ r ‘ r -  early N : V , t  ‘- rnpater.. to perform the i r ’cgi  n o n  o’.c--n s in,: by ‘I. ’

l - .rcg e- s - ,tta al gorithm. They w’-m ,— ai~l.- t use a icr ~“ - r  r.ur ’ci ‘c I  (22) of vortices J r  w- cv€iEo,g tl. and st r , a l l — r

time steps , of t he  c m -  hr - 1 one—r er .ch no one —I l : ti - - i ; .  c i  Rosenhead ’s , 1 c - l o u  c- of to’-- ,v L I , :  l l _ t - ,- c - f  ccli.—

puter pcwe r They b u r l t : .  ,‘ ~l ’ - ; , ~ - of individual ccrtic ,-s of the ;bci -o t wr -re irregii -ct and c- i t - .m e:

and often crosce-l over one cnotr.,- r - - an event i-i : 1 is phys ica l ly impossible for  a vortex sheet atc l so

unrealistic in a t, i ru,1 c ti cc of i t . They argued , from invariance theorems , that it. the long net-:’ arc

organised array of v c - m t i c e s  mi gh t  be expected to become increasingly r.ic;lcr ’ aind , as suggesnc--: c-, the ti tL

of the paper , questioned wl. c- 1c , -r the h i r u  r cte vortex representation of sI c-ci t layers has any v a u i l i t y .  The

observation of -oi t c r cc - i  vortex paths is one thcit has subsequent ly  been ma de by O t i I ~I Worters tuiyi:.,-

aircraft wing ti -ai ling vortex sheets , and we shall return to this point below.

Hams and Burke (l q ,L l ) also performed a fo l l ow—up :;tuil’.’ to Posetch c-aI ’s work . Using twelve so- : ci c - c

wave length , as Rosenhead had , fi t  t ime s teps  one quar ter as long, they boon : ecc e :t lc - ii y tIc- same b e i .a -.- i -  .1

as Birkhoff  and Fisher  - roll up into periodic clusters  of vor t i ces , but  i nd iv idua l  vor tex  t h c  Leir ,g

what con tor ted .  Hama and Burke , h owever , pointed out that , in Rosenhead’s linear sta: Lit-,- analysis , w°

modes of per turbat ion of the vortex sheet  are found . Both are s inusoidal  in fo, - and orc grown exicner-

tially wi th  t ime whilst the other decays exponentially. Both forms involve a sinusoidal -,-ariclc ic:. it. ct. .

8trength of the  sheet , and Rosenhead’ s assumed p e r t u r b a t i o n  form was in fact the suit , of equal p a r t s  of d . c

two separate modes of per t rI c~~1on . Hama and Burke then repeated the Rosenhead work usin g an initial

per tu rba t ion  appropr ia te  to a pure growing mode per turba t ion  in which the line vnr i c-s were s ;acel

unequally along the curve y 0.1 sin( 2 i m x / X )  in such a way tha t  the vo r t i c i t y  per u r i c  length  d i : nr i : -., ir r .

21.1(1 - O . ’r c o s ( P m r r / P ) ) was app rox ima ted .  Using th i s  i n i t i a l  condit ion the  ro l l ing  up of the lir;e vortices

into vortex clusters was found to be much smoother . ‘The fundamen ta l  ques t ion  of d.c stability of t i c

discrete vortex representation was not comp letely resolved , however.

The studies descrthed so far have all assumed the shear layer between the two ccc- interfiowi : g flu i-I

streams to be of zero thickness . Since viscosity is also neglected , there it no len gth sca le av ai l ab l e  an d

the shear layer is equally unstable to all wavelengths  of per turbat ion and the amp li~~i ic i o n  f c i c t c - r  is

constant. A linear stability analysis of a finite sLickness shear layer was given by ~: . 1 1 ’  ( i s ’ - u l , be

considered a shear layer with a linear velocity change across its thickness (i.e. constant voi d it- .- )  and

derived the wavenumber of t h e  n c - s t  u n s t a b l e  j e t  I ;rf it ion  and that  of the n e u t r a l ly c t  c-b i c  c~~ r t - ,t - c - t I c - ’. ,

He then applied the I l - c  t ’ - t - -  v- ’d ’ -x  me th od to compute the subsequent non- l inea r  gr owth c-f the  t h e i r  l i - c -r u ,

To a- c - c - n o t  for the i r  f i n i t e  th i ckness  he used three and four parallel  rows of l i or vor t ices  d i st r i l ;s’ :

across the thick layer no r r q r s -  . 1 ~c tie vortjc ici V l c c - m r ;~ ;tIc - n , Compur.ic :c’ns for different wavenum’c- er’

revealed that the rolling up of tIe  ccrrfi gurari nr. into areas of - s,fl e t ; tt c i t ’ -  v:-r 11 d l  W I- - iril eo l r i g: ~ , -~~

f—cr- the m ac cc u n s t ab l e  p e r tu r b a t io n .  It is ip
~ 

i—ed t Ii sr ii f i gures in d lI chna . V V ‘ 
~--c-~ ci tb -i t , rot - i L  lid

rh” thi shear layer as a whole roll up m m — V - c - :  m ’ s  con - . ‘ I ‘ - - - 
, I ~!t also .-c -  N of n I - :- cçcirar e t rw--

‘,c- .rtj c es rolled up ind i - t i c l - j a l  I ’i w i t h i n  th c -Vt c- - c-cr c er. ~~~~
- ons . Thi  - I - ehavi c - ;r r  is  ml ~~t, ly . :.r s’: i ’ - . ‘ s’e

- F the f i ne -- r - , ’-rur ’- ol  t i e  rolled—up vortex on ”.. mm a t

on -- m,tr n o n  has recenri-i IV ~ V = V i I  ts-- -utt n c’ I c-in i r - ’ h ’  t i - - ; -  — .  l ie ro ll in g c-
~ .c sin gle shear l -c-,-er iv

the urgen t i f l t c - r  I- - V s  in I • i V i~/ i~ ~t~1 tcrr 1~~e g--~~- c-in in nh n r ixir g i - iy .—t ~c ‘ -  ‘ edgr- r - ‘ , and — , -uris of

i t ing tim i , I r hi -c- er ,  of-served t i c  cm ml;—- ‘— l id ng I c - s r  i t t  ‘ - 
- 

‘V fc - ;c. it c -  - 
‘ - organ; ‘ I

- ‘ V V ,O_. V VVA V. —— ~~~~~~~~~~~~~~~~~~~~~~~ V V I V _ ~~~_~kVV___________ V~c - V _  ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ ‘.., u~~~~_.g , ~~~~~~
-“ “ ~~~ ~1~S~~_t~~_ h  - .c -
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st rcic-tur’es (see Brown inc - I Roshko (1Y74)). These :.t i-;i - - tures are convected with a constant mean velocity

md havc- a spad ing proportional to the dis t .unr c- downstream of the jet soun-ce. It is apparent then that

some vortices mu- .t -litouppear or amal gamate as they move downstream for the two observations to Ice con—

sic - teict. Two mechanisms hay,- been proposed ; in one -u weaker vortex structure is ‘torn apart’ and its

vc-n’t icity absorlced l - y  mm c - .r ,’er- ne i gl cl-c- u s - t ; on eit he r- side, and in the other , neighbouring vortex structure s

beg in to rotate t i -cut - - ice in - t I c - i -  ari d subsequen t ly  coal ern-  e i l t o  ~a single larger structure. The latter

process has 1-c-cit ol n c r - i c - I  in tb i . ’~~’xp ~- i- i ns -ni n - or k i m int .iti d Brow.and (1 ~7a) and a s t u d y of the mechan ism

usin g .I i tc -- r.-t ,’ vort i- c-s h ut I c-c-r made by A tot I I hi  ) .  This study a.,: e s s e n t i a l ly  s im i l a r  to t h a t  of

M i c h a l k e .  A t h i c k  s f c e c i r  c - ’ - ,  cons is t log :.l  several parallel r c-wc (in most cases four) of vortices was

sinuso i I i i  lv i ’ -  .r’L-e.l and ml ‘ - 2 - c l . -~c-~~ u-’- . t  c-vc - lop im, eri t - c- - ” .
~ 

: nc - .I as I c - t o m e .  Acton used sVor .t ices with finite

arc- -
, to alleviate ‘lc- - problems fe— i f - c - I  by R i  r - k h c - f  f an-I F i s h e r .  These vor t ices  have a stream f u n c t i o n

t h i n

tn(x2 ~~~~~~ ~
a 

~ y
2 > a2

-~ = 
V ... ( 2 . 1 )

~ ~
2
~~

2 2 
+ y 2 <

in -- t l  ‘5r war  I - , f t -c r  a d i n  iti  is g r , - i n ~ - n n o  i i  a their eb be -t is identical no di rt of a line vortex and closer

than 0 tI .- v e l o c ir - .- infu’ e ’f i - y  such a ‘ic - - s  t , ’ X  iS t h i n  c - - b  -a r i g i d l y  n -ora t i n g  f l u i d  - ore . This -levi e was

fi t - c t  suggesne l b y  cn str -i n ,umncf “ - n r a r d  (la73) - i  whom a” s1-.all make mention below. The c - f b c - c t  of us ing  such

co r n i c e s , combined wit : ~he l i t t e r - - :’ r e l a t I v c- cross - - I . , - .,, layer and along shear layer separations of the

vor t i c e s  used by A - t o n , - a t  so suppress r r, i- roll i n g  - ap  c-f the r i- f ividu al -- — -n ‘ax rows within t i e shear layer

‘ .oun ; d  by M i c h . i l k ’ c -  and give a more realistic ; l o t u s-c- c-b the pro- i s - - - - .  hstmiet heless , Acton does state that the

disc re te  model used does rv .m c- c ur ar e ly model  n I . - t i : i ’--sc ,ale  shear- l ayer  r - t r u c n u r e . As the pump -ose of this

s t c .Iv was to o b n i i n  i n f o r m a t i o n  aboct the Ir-ocess subsc-t;c-eri t to rolling up into primary vor tex concentra-

t ions , irregularities in the primary perturbation ha.b to i.e int ro - Ic e: , for o t h e r w i c , -  the fc- - r- m of the

rolling up would necessarily remain periodic with wavelength A . A V,V IV r • V small irregularity of wavelength

2A was found to trigger a subsequen t so lu tion 01 c u e  -.‘ c - - c ’ c - x  c c- r c c w n t r a t ions around one another , and a f ina l

coalescence into a larger vortex coon ct rinrat ion in the n: V ir r i , - r ol i;c- rved by Winant ari d Browand.

The first n~ ci. ,r; ism was also st .jlie~l , using discrete vorti , by M s — c ’ -  and Sal fmmi ann (Ii ’S). In their

study they derived a --otcdition on the ratio of the separation of the c - s - i n ’s con - r-nn rcction s in the mixing

layer to their diameter for each vortex concentration to Ic Stal le in the shearing f l ow induced by all the

other vortices . They predicted tha t  i i  t h i s  r a t i o  cx - cede-I approx imate ly  2 . 8  t h e  - c - n ertr.c-tions would

remain distinct although oscillat ing in shape , and that otherwise a vortex would h e  t orn  apart by the

shear ing ac t ion  of its neighbou rs and e v e n t u a l ly  absorte-I I - -.- them-i . They - - - i ;  idered an i n f i n i t e  array of

circular vortex concentrations of different separation dic-mn ete r ratios . Ear - f t vortex concentration was

represented by a number  of discrete vortices appropriately di s t ril uted . The result ; i— f their ccnpc -c.c -tions

were seen to be consistent with their original hypothesir .

An earlier study of the for-station of vortex concentrations in the mixing layers of jets had Ic - c -n i-a le

by Beavers and Wilson (1970). In their stu-Iv they considered the two mixing layers on either ed ge of a

two-dimensional  plane j e t .  They set out to inves t iga te  the r a t e  at w h i c h  d i st u r f ’ a r .ces r - f  two i n i t i a lly

parallel i n fin i t e  shear layers of opposite s ign , representing the shear layers on e i t h e r  ed ge of a d e t .

would propagate upstream. To achieve this they considered local pert - : r l a t ions  onl y ,  r a the r  cha r ; per iodi -

cally repeated p e r t h - I  a n i o n s . T ince  the f low was not periodic , c o n s i d e r a t i o ns  of computing t ime  imposed a

limitat ion on the length of shear layer t h a t  could be considered and the e f f e c t  of the port ions of shear

layer beyond a finite section had to be neglected. The vortices at “he ends of the finite section were

th erefore constrained not to move so that the effect of nb c - r e m a i n  Icr of the  l av’c-rtc was closely .i;proxi-

m a c e l .  Beavers and Wilson exper icw- m ; n c - f  w i t h  omnall -nyc -n- ’- tn and r ; ’cn -nymrtm rie n i - i :  disturbances . They dr- - m I

th ct t both types of disturbance propagated c - i such a rate ti -it nbc’ di n .rl ance would move up snr c - i n desc;-ite

t h e  mean downstream motion of the  shear layers as a -a h - c - i e .  Tb c- rc -c -tti - - s”-tn’etric pert oh ations were of set-s-ed

to become more symmetric as they prop-cr mc i  - Ty; i - .i lly , t’ c- “cc- i - l io n - ‘ .  n ’ - v - re- . i nvolved a rc--lled up

vortex cluster forming arni rc~I the initi al pert urb-at ion and , ~~i t ~ ’ i t  ‘he -;hect w a s  t f ; c -n  p roph lg  I n c - .  .ror

nhi s cluster about which a new cluster would roll - t 1’- cccii a ‘ice process was rep ecited.

hin ’c- of hic-avers ’ and Wilson ’s insp i r- cti-st ’c- c- - ast have I cer t .,’ w m  ‘ of Al ~rr. athy and t r’ona-cr- r tl ~~ - , ) .

Their sr-ri. was rl o -t I gned to elucidate the me-~han irt- a c m  ‘- I  v t h e  rwst h i  ‘-e is -ar l i a r s  which spring bc - c - i - -  t h e

separated boundary layers c--f a tw st - I : ~~~~~ lc-n~~i f l - ’ . I  - I - . i — I l  c;  :r - ’ -  t h p  typ ically ant I’c v m’im etn ic ”tag-

gered c-ri-ag of vortex concentr -itioncs known a t I’- V o  - i t  i ’ .- r ’- ’s ‘ r ‘ c-r w ake. they , li’’- Roser;b r ci ,

-~~~~~~~~~



r 
~~~rt~~~ wnth i i  a r s t c I~~~n n, an:l b u t o f~~~ o m f ~~~~ p~~~~e~~~~~~~Hel  vOr~~~X ~~~t ~~~~zero i d k

ic c-OS ~ , V c i  h t i r c g i - ,- n c tn ’ a l  n . - c’ o n ,  i i i  w h i  I , t Ic’s f l u i d  I idwc- - c c - l I o n  r i d - ,- w i t n  v c- lc- c i t’g U in sir e Ii ” tic - n, t n - s ir.

‘a ‘-x i  ‘n i c - n regions in which ‘l,cid 11 w -- I a i tfi u n i t  r .n - -ic- I c-. i ty U in the oppos i te  li r , ’ m I sin , . Ice .t 0 - -

,inal ys I. m d i .  i t s - I  t o u r  modes ot - - n n i t ;  in inc i , ill of periodic s in  c _ c - i  I i ,  ft-a r’ - Two of tl , c- soles c’t ”w

- -c~ - .c I ii ly cii c ,  n c , wh il s t  two I. c c- e d ,  I t i ’ - ti-ic- or c-~~i .l n’j ’, -i - , one was : ‘ t i 10 t h e  t a ’. .’,-

wh i l s t  the other was c i t  isymme n r i . To modef the s - c - - i - - S - m i - , - , -  t Ic - i - n at ion t hey  .o m r ~ i c - c e I i r . I ; . c ’  ia 1 -ii

t o  ‘ -  ~oics in r i n g  of n c ixt cc, s- of tI, two arc t I , ,‘t r c  c - n t  1 - modes and - “; laced m e  ic - n t lbcuOUc- ion ‘. h ’ - ,- dir. —

tO’ I I  cit ion by c l i  - n - - vort i~ c-s (see Fi gure . 3) . The . tci ~)l i’S 5 V t  ‘ n t t . c - l  5 , f  t l c ” ‘ w W a . ,  f n c u r c  i lfl ‘

way i. dc-sc-u’ Il s’ f for ilosenhead ‘5 work. but now nh. rcusl rca t i on  in i _ _ l u _ c - n  ic -t i .. 2. - , 2. -’ and 2 .  N a,’ n v-n ‘I .’

-r t I - ‘ -  - in tf ,’- basic w a’ ic-’;W tI in I n t l  ‘bc- cr 1 cy ’-ru . The c - c r c — l i n e a r  e v o l u t i o n  of to e  p e n  n c r :  c ’iotci . w

1 t c- a number of c i t  i f-us it iot cs with t u f t - c  ‘- n .d n it  los of p e m n u r  I ~~is n i w iv ’  ._ e n g r - . to in t cl

.~~. i c-;  cc- t i c - - n c .  The purpose of tI C5c- ’i t U V lies as to t r y  to throw I c - i c - S  l i ght on the -. t ,ct~~:, 01 t’.’- so-

i - i c - I  . ‘ : .  r .irman ci ing r a t i o  of h/a  = . .~~~~l , wl ii Ii is derived f t c - c- . a st i: cli r y li ,V c - l jOlS of a s t o g g c - n c - :

cr r i y  at opp o s i n s - - .ign ed vortices representing such a s t i e d , cc uI ., isn’ wi -re p-’-ifor;c-e : for u c - r . f i g . r a - ’

ions  w i  t f  - 
‘ ‘ -t  c-c; am a t  i o n / p e r n u n  I ct i on  w ,‘c- c - I r .-n; i ’ tn  in tl.e r mg’- 0.12 nc . I ’ . In each ca. -c , u,e vs m c,-x

, r r  a / s  wen ’e - s’c.:, to n --il u; in to .. r - i n n  ct ions  of vor t ices  i:. an ar .tisyrmmrmn etric ict ’- r . w c-ui I h-c-

I — t n t  Ic  I , i vomt,’x S t i - c - ’ . .  i .rthc;r , the t m - c l I s- c c  r ~t ii- n- n i- s; icr, only two vor tex  c on c en ,t r a t i  On. s’-r c

I tO e., I a cv,- ,- r . g n l .  c-f the or ru t - I c - t i c - n h  was 0 .28  and I c - l o w  th i s  b c - c r  “mc encrations were f..rm ’ed -

‘N ,r~~; n . v i l io g l ;ons- I c r -clo t - ,- vi len-c - th in nh, ’ Von Karman ratio is m dcc l  iii ’ - :, c - t o t - a l l,’ ps e f e r r  c - I  r a t i o .

d l . . r I s ’ it .r c-- - ’. vortex w c,” , t i c. c t a t  - wel l  modelled is t I c ’ cancell ci t on of vorticity in the Icrrc-dlln .

~tO cC5s . - . ‘ ii W o r ’  , r i - i 1US ’Thl c - c- Fage and Johansen ( l - c - 7 ) , ha s m d l  am - ed t : . a t  onl y .c-I n~ n £G i -I rf

s ’ , . cci c n , ,“- : . ‘ -m- at ed in t lne I o-n r~- l. cn -y layers  is ‘- -c-c-r d - i~ iv Is ,ni l in the  wake vortices . The t-oc -.l ~c anions

ot~~ - ” r . i t r , y  . inI  i - r . c  .— n showed vortices frost one shear  layer be i n g di awl, across tIne cc-:,tral vr~i I and

i .gr. t up in c t , . I ’:c ’r . c-’ .;  fo rmed pr e I ot . i l ,  iri tl y of vor t ices  from t l~c’ c - then shear layer . It was rc-~:t.~ c-

‘ . I n I .  cc b. c-~~r ’  , - wo ,1l cant- c! with some of the vortices of the oppcs l ,n ’c- layer , resulting hr. a rc-lu .-

ti c-r. in ‘- t c  ,l c - cr  c i  it - ,- in ‘. 1, it or,~ e’.tt ition.

Th s ’ h p u t-c-c t i c r ,  of the  method to nrc ’- study of m e  f o r m a t i o n  of -.or nc - S w akes was taken a stage f~ r n r . e r

: - -g ‘ar a:- ( 1 ’  1. The ‘~~s~ -.1 of Al c- c sadl y ant-I i n orcc - cs’r suffered ft-c-n . two nVS c- oc- limitations . First !-,’, t I e

e f : c -  c of c l _ c -  generating body was not r . - p r e - . e i , d c ’ : , and ‘cci -idl y ,  the initial strength of the vortex sic -c-n--

was ‘cc . . n c - n c  - when-c-as in reality the n c- ’ n.. are Deira g fed wIth vorti :iny from the separating boundary

layers on n in e h l u f n : . o l y , which varies w i t n  t i r e .  Gerrard considered the wake of a circular cylinder . The

c-c-plc-s poc- -r tia l of n line vortices of s t r engn lns  
~~

, an posi t ions z• in the presence of a cy l inder of

radius a, cc-n ’-re the origin and a f l ow whose ve loc i ty  fa r f rom the cylinder tends to (U0, I is known c- b e

2 o j e . 0 j K~ 2 i i

f ( z )  U (z  + a—) — —i. tn(z — z, ) 1- ~ __—~c P,n(z — -a--,-) — 
_
~._s tn(z) ... ( 2 . 7)

z - 2mm i . 2mm s.’ . lt rc r 1  ir l  i. s=l

where z* represents the complex conjugate  of z . A ph ysical  i n t e rp re t a t ion  of this is tha t  the f i rs t  nc -r i -

tepr escrtts the underlying irrotational flow which satisfies the conditions at the boundaries of tIe flow

region ; the second is the effect of the vortices in the flow and the tI ir -I of image vortices of opposite

si gns . t~~c inverse p r i n t :  within the cylinder of all the real vortex pomitio.ns. These images cause the

boundary condition of no flow across tine cylinder to be ‘ n a n i — f i e d .  The last te rm represents fu r ther  images

of all the vortices at the cylinder centre ar i d  is necessary if th e  to ta l  c i r cu l a t i on  around the cy linder is

to I c  zero . In his work , dec - i - c -ri removed th i s  term , s ic - s e  the v o r t i c i sv  shed f-n-c-c- the cylinder leaves an

equal and opposite vornicity behind it on the cylinder . The major proh ien  then , the ava i l ab i l i t y  of a

com p lex p o t e n t i a l  f rom which  to compute  the vortex veloci t ies , is solved.  The other problems are to deter-

r c i m ; e  the  st r e n g t h  o f th e .c~ araning boundary layers and nbc - position of their cc -p .c - c - c - n i— n, The r cn c - at

w ; i  N vc-;rtisi ty is ~i l i ”f into the separated shear layers is theore t i ca l ly ~U 2 , where  U is the ‘,‘Clc -V i t  at

t h e  outer  edge of the  l o ~ ndccr -g layer at sepa rati on . The separation points on a cylinder , how ever , osci ll-

ate during vortex shedding and tin ’- incorporation of nhi n behaviour into a discrete vc-rtex model of s’ortex

.bn es fsli n g has prov ed prob lemat i ca l .  In i- a c t , t he w h o l e  area o f the i - c - i  ct ’ oo—l .i p of t he  sh ed ac-m i ‘Inc in

fr-c ,- shear layers ts nl .’- flow crc- cr, I the shedding bod y is ‘-roe that gives rise to major problems in thi n

I i - - i  I , and we shall comment r ,rt V --r on th is below . Gerrard chose , instead , to ignore the portion of

r-,. ’1 c,r .ctcV I shear layer between nbc ’  c t  in n o n  points and a ‘ - m~tro l p lane ’ wh i r-f he located p erpen b i --cl ar to

l l s  flow direction and tn-cc - icing the re-a r fa c e  of nh ’ - cylinder. The distance c-I the l oin t O of ir.nroduction

of tin e vortices into nh b low Iron the eentte line of the wake was letermined and t a k e n  to  be represent-

an y,- of the Reynolds r ii nl c- c- . The strengths c -tb the c ot  t i  c--n wc-r c- i c - n ec - c -i -‘ ‘. from t i e  c - c - I— it - ,- of the fluid
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at the ooints of introduction . The flow computation was started by placing three vortices in assigned

positions , computing their velocities , advancing their positions by one time step and introducing two new
vortices - one to each shear layer — at appropriate positions and strengths and then repeating the process .

Gerrard obtained curves of the variation of lift and drag with t ime , but it is difficult to obtain any

accurate estimate of the frequency of the oscillations from these.

A similar calculation was undertaken by Sar pkay a ( 1968) . He modelled the physical  process of separa-

tion more Closely. He first argued that separation would take place halfway along the cylinder surface

between the point Z
f 
where the first maximum of velocity occurr ed when traversing the cylinder from the

forward staguation point and the point Z
r 

where the first maximum of reverse flow velocity when traversin g

from the rear stagnation point occurred . New vortices wet’e introduced at each t ime  step at the separation

points and a small distance from the cylinder surface. The strength of the niew vortices was made equal to

- v2) to account for the negative vorticity contributed to the shear layer by the reverse f l ow on the

rear face of the cylinder . The points Z
f 

and Z will , of cous e , vary as the whole configuration changes

and both have to be recalculated at each time step. Thus , the separation point and strength of each new

vortex is allowed to respond to changes in the flow field downstream of the cylinder. Sarpkaya started

hi s flow impulsively from rest and constrained it to remain symmetric about the whole centre line , so only

modelling the initial flow round a bluff body before asymmetry Sets in. His results show the f r e e  shear

layers rolling up into conc~~itrated vortices and, interestingly, a smaller-scale secondary rolling up of

th e individual layers into sub-scale vortex concentrations which is very reminiscent of the flow visual-

isation pictures obtained by Pierce (1961). The drag coeff ic ient  computed from his model was also in good

agreement with some experimental measurements, particularly Sarpkaya (1966). Sarpkaya ‘s work was extc-ride-I

by Davis (1970) , working with Sarpkaya, to include the subsequent non-symmetric flow . The model developed

to show periodic vortex shedding behaviour and the computed drag showed realistic behaviour in reaching a

maximum soon after the impulsive start , then decreasing somewhat and oscillating about a mean level. Tt’e

computation was not continued far enough to give any good estimate of the Strouhal number of the vortex

shedding.

Subsequently, similar models have been described by LairdU97l) and Chaplin (1973). In both of these

the separation points and the strength of the line vortices introduced into the shear layers were fixed .

A significant new feature was introduced by Deff enba ugh and Marshall (1976). In their model an inner flow

sub-model was introduced in which a boundary layer calculation on the upstream part of the cylinder was

carried out at each time step. This calculation determined the position of forward separation. The back

flow velocity on the rear face and rear separation was also considered. At each time step four new vorti-

ces were introduced into the flow , two at the forward and two at the rear separation points. The strengths

of the vortices were determined from the velocities at the outer edge of the boundary layers by the relation

quoted previously that F ~U
2 , where ~ is the rate of shedding of vorticity . The distani — e from the cylin-

der surface of the newly introduced vortices was determined from the condition that there should Ic - no slip

at the surface at the separation points. The sign of the vortices from the rear separation points was , of

course , opposite to that of the vortices from the corresponding front separation points . This computation

again started impulsively from rest , and shows the typical development of a pair of symmetrical attached

vortices eventually succumbing to an asymmetry and periodic vorted shedding behaviour su5sequentlv develop-

ing . By the time the first vortex has been shed and the second , opposite , vortex is well formed tin e

forward separation points have moved forward to around g7 0 , and remain close to that value for the i-c-rain-

der of the computation. Deffenh c-c - gl; and Marshall comment that this is about 20% lower than the ac epn c-d

angle of quasi-steady separation for a cylinder of around 820 (in the laminar came). They comment that

the difficulty lien in the influence the newly-created vortices have on the separation points , I t

was found that the separation point velocity is strongly influenced by vortices in its immediate vicinin-,- ,

and that the effect was to promote separation ”. This comment serves to high light once again the difficulty

of satisfactorily modelling the separation process and the relationship of free shear layer to boundary

lay er. Nonetheless , in is the author ’s op inion tha t the inclusion of a boundary layer sub-model is one of

the measures that must be taken before an entirely satisfactory model is obtained.

Another line of development of discrete vortex modelling has involved the vortex shedding process

behind non-circular holes. The cylinder had the advantage that the boundary condition on the cylinder

surface could easily be satisfied by image -ic-i-titles inside the cylinder . The drawback was , of course , the

complication of the separation points and process . Clements (l973a) described a model of the flow in the

wake of a square—based elliptical-nosed two-dimensional body . The separation points on such a body are
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r m is , -  I at  th in ’ fc - ’wi ,tn t r- , cc; corners . ~~e reason ft’n ch o o s i n g  such a bod y was the  l a r g e  vol ci’e c - f  experine’t.tal

-f .i n . i  . ‘ c n b c - i , - on tie c - l i  n - i  t er in , i, -; of i - - w rouncd , sic. f t o l l s  - Ly Bearrn,an ( i “ 5, 1 cc 7). ‘lb a~ body w.,

i l c  il ised to extend to infinity in the upt t i c . ,n’ d in c’ t ion as, 01.- i- tfce - i- ’ , - t b  ‘ s ec-d~ at ou t  I c -. cn base

wi.’.thS , tf cs ’ nco e e f i c c t - ;  on tf;r’ c- c~ c ‘in - ,’ negligible. In w c ’ t h e n  ;c . ‘. I  i c-  t o  d e r i v e  n I ’ s- It tZ’

c- hi’istot tel transt on - t i n  ion Is,Ip~ log, tI c , ’ exter~ior ot this n -n d ’,’ itctc . an op;  c-n half I nra- ( i t- ,-  F’ - - i ,  - ‘

As pointed c -- i, r in e t ion 1.3 , l i n e ‘,- ncc- n ices in one plane ‘ n  -cc-s for-cr to lin , c- vortices in, the mc t li ~-i . TN

he - 1, -s i ‘ . ,  w p ot e ;i t i a l  for the  f l o w  I . e  to c n , ’~ a t  n ,n3’ ’- l- .c r. ’ ot vort ic c - c in tI c -  mc’,- - : al .1 -in c C c-n . I

ouncd I’,’ c’ontp~rc icing the correspondinng, arrangctii c.’ii t inc the transformed p lance. ‘1 t1c t n  - c I t ’ ’ I Lccdy l,ound-,~ ‘,‘

iS I ,  ‘a the real .tll , and the 1 ouni ti n  ‘,- condition , her-c can I ,  -.an I led by t f c c -  p r c  V i  . i c - V I .  01 c - c - t ’.°i’ ice’-

of oppos i t e  s ign I t  the ‘on . j c l I ’.,. t c -  points  of the -- sin e s positions . TItus the cc-r 1 ex c - n c - - n t i s !  ir, : . c .  c r - c : . ,-

tot-med plane is ‘- lw ; and , since this is an invariant of t Ic. - tran r. fon i-inion , ti e - complex ;c tc - :nia l it. t I . r

physii cl plane can Ic - found . Thus , if t h e  ci cnr clo c cccnion is z ((A) , and there c - c r c -  -.- c - : s c-- ., of t tr c-r,1’nI . -

It positi ons 1.r }, arid i t }  are defined h-v z. i (A .) the complex potential in tt,t’ plane is

f(~~) 
- f (A) - ~ ln(~ - i )  + ~ _ .  in (A - ... (2.+)

where f 1 (A) is the ,onc -cn nia l of the ir r c -t at ior.d l underl y ing fllaw sfiich rc- (n c-n. r .c. tI c- steady flow far f t - r n ,

the body .  Then we have

= = [ f a x )  - 

~ 
- 

A 
1
j)/C

nll) . . .  ( 2 . 9 )

Thus t he ‘ c - m o - m y of the fluid at nearly any point z can be found by finding the t r a n i s f c - r r r  of z and the

{cc .} and substituting in the above express ion . The differentiation fails when the point whose velocity we

require is the position of a line vortex , as it will usually be in the computational procedure. In ti _ i-

cc-ce we have to incorporate a modification of Equation 2.9 known as kauth’ s correc t ion, if f in ) and

f
1

(X) denote the potentials due to all causes except a vortex of tcn re nip’dI . K at z1 , nr c-Ic

f ( z )  - -~ -~~ tn (z  — z 1 ) = f (A) — in (A — )ii). . . .
z1 ,“ A 1 2mm

Hence -

f ( z )  f ( A )  — ,2.~ Zn ~ 
— 

~ 1 - , . . (z .ll )
z 1 2mm z — z 1

h ow if  —l
A = ç (z) /1(z), say ,

A /1(z1 ) -s (z — z1 )A’(zi) + ~ (z — 
~~~ 

A” (z 3 ) * 0(z  — z 1 
( .3 . . , c - .12)

i.e. A — A~ A — /1(z1) = (z — z1)P,’(z1) + ~(z — z 1)
2 c’c ” ( z 1) + l iz  — z 1)

3 
. ..  (~~.l 3 )

f1
(A) — -~~~ Zn1~c ’(z 1 ) + ~(z — z 1 )A ” (z 1 ) + 0(z  — z1 ) 2] ..  (:, .i~~)

df df .
_~~~~~dA 

— ~A (z1) + 0(z - z1) ... (2.lt- )
dz dl dz 2mm A’ (z 1 ) I’ O(z — z1)

Then as z •z 1 and A •A 1

df df
_...a .Ai ~~ — ~~ 

Pt ( z 1 ) .. . ( 2 . 1 € )dz Iz i dl I A ~ dz 1n - - 2/1 (z1 )

the final term in Equation 2.16 being Routh’ s correction . Thus df/dz for any point in the z-plane is ~rc-~win

and so the velocities . The remaining details of the computation are similar to the previously described

cylinder models . The separation points are fixed so new vortices were introduced at appropriate time t ce~~”

at a fixed point near to the corner with a strength fixed by the condition F ~~~ where U was taken as

the velocity at a point near the corner. The ac tua l  corner could not be used as the veloci ty  w i l l  tend to

infinity there in Inviscid flow. The effect of choosing differen t poir,ts near the corner was studied.

(Ilements ’ model was started impulsively from rest, and after an initial period in which a symmetric

arrangement of vorticity formed behind the body asymmetry developed and vortex shedding behaviour followed .

Cle iteci t s was able to allow the simulation to continue to run over as many as 20 periods of the vortex shed-

ding. The Strouhal number of the shedding, the observed form of the rolling up and other measured para-

meters showed excellent agreement with experimental data. Subsequently , the model was modified to allow

the rate of shedding of vorticity into the shear layers to be determined by the imposition of a Kutta con-

dition at the corners . This work is described in Clements (l973b) and Clements and Maul]. (1Q75). ‘Ir.Jti’-

fy ingly, the conclusion was that the model ~imulated vortex shedding flow equall y well with either means of
determining shed vorticity and the major flow parameters were unaltered between the two models. A notable

failure of Clements ’ work was its inability to predict a usable base pressure c o e f f i ci e n t .  This was foun d 

-—
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to be unduly sensitive to the value of some numerical parameters &n the model, in particular the exact

position chosen as the point whose velocity would represent U .

Sarpkaya (1975) used the well-known transformation of a circle to a flat plate to construct a model of

the flow past en inclined flat plate where the incident flow made an angle with the plate in the range 40~

to 800 . He used a Kutta condition to determine the strength of the newly introduced line vortices at each

time step. The exact procedure is somewhat complex , but the eftect of it was no allow both strength and

position of introduction of the new vortices to respond to changes in the flow in the wake of the plate.

This is obviously more satisfactory than Clementa ’ Kutta procedure, in which vortex strength only was

varied to satisfy the Kutta condition with the new vortices being introduced at a fixed point in the

vicinity of the separation points. As might , by now , be expected, the results of Sarpkaya ’s computations

showed vortex shedding behaviour that was in good agreement with the expected pattern at all angles of

attack studied . He also computed the normal forte coefficient from the vortex position data at each time

step and found that the asymptotic mean level of this quantity was about 20-25% higher than that obtained

in the experimental studies of Fage and Johansen (1927). Both Sax’p kay a ’s and Clements ’ models predicted

that the vortex concentrations of the wake would contain about 80% of the shed vorticity in coc-trast to

the experimentally-measured value of around 60% mentioned before. Sarpkaya associated the overestimate of

the mean normal force with this underestimate of vorticity attenuation in the vortex format ion process.

Obviously this is a feature that may be common to other discrete vortex models of vortex street formation ,

and is a feature to which research effort must be devoted in the future.

For completeness we should also note that Belotserkovskii and Nisht (1975) have described a model,

similar to Sarp kay a ’s, of the flow past a flat plate at a range of angles of a t t ack .

3. THE USE OF THE METHOD IN AXISYMMETRIC AND THREE-DIMENSIONAL FLOW

Professor P.O.A.L. Davies has been using the discrete vortex method to study the development of the

mixing layer surrounding a circular jet for a number of years. In Davies and Hardin (1973) and Davies ,

Hardin , Edwards and Mason (1975) a model of the jet using toroidal vortices is described. As noted in

Section 1, a circular line vortex would have infinite aelf-induced velocity . A toroidal vortex of radius

R and small circular cross-section with radius r whose circulation is r and whose vorticity is , to leading

order , uniformly distributed across its cross-section , has a self—induced velocity U, normal to the plane

of the torus , given by

U r ~~~~~ [tn~~~~
_

’~] 
+ 0 1 ... (3.1)

(see Lamb (1932)). Of course, as the vortex ages, its cross-section radius increases due to viscous diff-

usion at a rate (4-vt )~~, wher e v is kinematic viscosity and t age from a notional birth when the vortici ty

was concentrated in a circular line vortex. Further, although the self-induced velocity of a toroidal

vortex induces no change of shape, other co-axial tori will induce a velocity field that causes the torus

to increase or decrease in diameter . As we noted in Section 1, the vorticity lines in the torus will be

intensified or attenuated in such a way that the total circulation will remain constant but , of course, the

cross-section will be reduced or increased. The volume 2n2r0R will remain constant, so it is seen that

r ... (3.2)
where R is the current radius of the torus and R0 its radius at t 0. So long as all the ring vortices

are coaxial the mutually—induced velocities will not distort the rings from a circular shape, but only alter

the ring diameters and move the vortex rings . Since the velocity field of a toroidal vortex far from that

vortex tends to the velocity field of the equivalent line vortex ring, Davies at al used the ring vortex
velocity field when computing the mutual interactions and the Equation 3.1 when computing the self—induced

velocity . In fact, Davies and Hardin noted that the stream function for a line vortex ring involves two

complete elliptic integrals and, ra ther than evaluate these , approximated the ring vortex as a 1€-Sided

equilateral polygonal vortex and evaluated the velocity field by an appropriate evaluation of Equation 1.8.

Their model represented the jet from a circular orifice and was assumed to remain axisyninmetric , so ensuring

that all the ring vortices remained coaxial. The flow started impulsively from rest , end at each time step

a new vortex ring was introduced at a point near the jet orifice with a strength determined from F

as noted before, but V o here is the jet velocity . At subsequent time steps the velocity of each vortex

ring was computed as the sum of its self-induced velocity and the mutually- induced velocities of all the

rings. The velocity at points of the jet orifice would deviate from U 0 due to the vortex-induced velocities

there, so the orifice was represented by a set of annular fluid sources and the strengths of these necess-

ary to keep a uniform velocity U0 over the orifice computed at each step and the contribution of these to

- --- - . —— - - ‘---. ,.~ 
.---.-- - -  —--



V ‘ ——~~~~~~~~~--~~~~~~~~~~ 
. --——- ‘.--- —

_ .-_ ,_ _-. ,_ .__
;— - - _- ‘--—

_~~~~~
-—---.‘- “ — -.-~~~~~~~~~~~ 

-- 
~~~~~~

-.- -
~~

-- -‘

the  vor tex r ing  v c - l o  i t i e ’; t Un- I tc- t h e  s e l f -  and m u t u a l l y  induced vein, ities . In Davic’,. ar,d Hardir the

r e s u l t i n g  ton-s of m i x  log  l . i y . ’ i  I ’ ’  Vs- I -j il ,~’I . n is cc) c n n - I with some Schcl ieretc ‘. c-,nc - .graphs c-~I j e t  i n i t I a l

development , taken ‘ i .  n i,’ n shock t ic ;

Leonard ( (I - , I i t .)  I c - a ’ . leve l ; cd -i i u l l y t Im c-c— l istens i c -n I a l  ,; nl ic - - an on of t he  c m  , - n .. vc - , n ic x : 1 t N t ’ S.

In Leonard (ic-n / l )  t i, - t i , t ic - c l is firs t den;, n-il ‘-  I .  Closed -i c--n t c-x filamenno I ,n I itr. ry s c ;  ar. I - r o s .  -

section tnt - c’,-~-~. c- S n  nc -- I Ii pol’ggonial n n i x  I • c - c r .  tt; w ii mc ci i .1 cc i-cs ,, —sections. Th c-  e_ ir  ulat in:, cm:

each c n n  ni gh t eic-t ’.,’nt or I par t iculas’ f i l a m e n t  i n I , - same il . aglc ti c-ic cross-t.ec n b u n  may I i i ~~er. 7hcc-

ct-oss— - t ioni c church - c’ n i n o •ghl viscous dil l cI ;  i c- mc and - n : et  - I t  m g  c- _ n compn ens inn - r tIe c-~ en;en, ts in, he 5 ,t

a -c ,’ as Davies  ancd Han u n  .1’- t iIic- 1 . Also , ns in Davi e- , and h u n - d i n , t1IC cr0- s -- c - nion of a : l~~-- n-  ‘ . c- c-

is only used in conncputing nI,, c’n-l ocit, l i l i l U  ‘cc onc it I y it - neipl.l n u n  l u g  e l - - ; - .~- t . r  ( w h i c h 1  wc -c-,.!d c tt,,’i ic-i ‘c- be

zero)  and toe v e l o c i t y  i n ter c. -t!ons out non — n cc- ighb our i n n -  c l e m e n t ,  are con ) - , ned by a- - c o n i n g  t n ; cr c  to 1€ ideal

line vortex el ,c -n ;ennts and app ly ing  E quat ion 1. 11 N-m;i i c t ’ ly .  In fact , Lec--nard characterised the conhi g-

u r a t i o n  at any time by recording t i , - positions of d c - -  c.c- i c - . or segment ends of each polygonal, ‘ i lan - c- ’ , ’ and

t l . c- radii  of the  f i ui , . c’u ‘s. The velocities of these  nodes were computed as the  sun, of ccnn t r ib at io i -c I n c - n ’

all non-adjacent tllaments considered as ideal line vortices and a contribution i’n or. the two ad c c -n c-

elements. This latter contri f-.ition was computed by f i t t n; g a circular arc n h ; n c c i g.l the node and i ts  tic-c-

nei ghbours and appl y ing in approximation to the self-induced velocity of t o, -  c i r c , . L ar crC ‘.e-g’I c- :in so

b rined , derived front work by hi , I I ; c i l , Bliss and a! c, (1971) and Moo r e and Saffman ( 1 9 7 2) .  The node

pOsItions were advanced by one ti’I,c- step and the vortex element stretching on “ot.nn s-nsion computed . Using

the-ne , the core rad ii were updated and the process then repeated. In ti c-- 1975 work .e~c: rd consider ed only

flows with no solid l o i c t ;  tu n es . Results of s i m u l a t i o n s  of osci l la t ions  of p er n . ,r b e d  t o r c . i n a C  vortex n on - nc ,

and of a pair  of per tc ;n - t ed con t r a - r o t a t i n g  line vortices as is found in the  W ,.i~ c’ 01 a i r cna ’c , were p re s cc r . t ed .

In the later paper , n eoncar- I developed t h e  model to include the s imula t ion  of a solid N ou n da u - y w t0 in  t h e

f low f ie ld . Thus t h e  problem of the  unsn c . - , l - ,’ vortex wake l,e-l .ir,d an arb in r .ar - , - t h ree—dimens ional 1, 1.111 body

coul d be n , c- -~~l ej .  L,e -ni;,ar !, in fact , developed the  method for the  f low beh ind  a sp bc’-re . In order t— s . s t l n l c -

th e boundary c c n l : n i ’ n i of no normal velocity i t  the sphere surface , Leonard used image ‘c-c - n c - i - c -  ins ide  the

sphere. He stanc- I , - .- .-r- , n I c n  for  N - -oeral  three-d imensional bodies n -.i gh t  b e more c - I . v e r . i e r c t solve

the  problem of I i n d i n g  the -i:, ’ic i b u t ion no the  -io nc ,-c - ’;c-lc- m i ’ s  made by th c. presence of c i ”  body d rec’c !-c- ,

In fact , it seers no cli i- c :tt , -r t ha t  a ; .c n r c c ’ c n i  e t s i n i ,  — “‘ed could convenient ly  be used I c r - c- — poic .t

to which  we shall  retun r’. later . Of course , n i c e flow p a s t  a sphere has a se . i c r u r i n g  boundary layer i-i ’c - !:.g

rise n o a separated shear layer as a - i n - - mis c c y l inder  does . Leonard io~ ell,ei the  1rc- itc Uri c  of vor : :  c-

in the sphere wake 1 y using ~U 2 as many au tho r s  c--f two-dimensional  models have . He c-ristrained ton-

separation to occur ,at a f ixed loca t ion ;  on t I e  ‘cpb,ere surface - , so no ‘feedba c- ed fc- c-t of wai- e to separ-

ation location could c-t” .or , though feedf- c I of ws~ e ondi’-ions to C can, of course , occur . C- c- . ,.‘,tions

were made of the impulsively started flow past a sphere with new ring vortices being fed into the wuce at

e a h  time step and their motion computed as outlined above. The procedure was much t h e  s ame as hon a two-

dimensional model with the difference being one of complexity of program organisation and i en g t : .  c - f  com—

. .mta tior, time , r,atoot than of fundamental principle. Good cor relation, was obtained letween sonn’.e Uow

characteristics of the model and “once experime-I.tsl observations .

THE A P P L I C A T T  -C OF THE ME TH TC PP SPI N )F THE T R A I L I N G  VORTEX R HEET OF AN A IPCR A~~ W IiI -

A field inc w h i c h  the  d i ’ ;c n e t e  ‘ic- i c - -s ‘ - c - t I c - i - I  has made a considerable contribution is the st’.d-,- —l df.e

ro l l ing up of the vor tex sheen’ - lie- I l’y a l i f t i n g  wing  of f i n i t e  span in to  the t r a i l i n g  von tex pair . The

variation of the  loading acro-;-; the wingspan results in a vortex sheet being shed l el-ind the w i n g ,  w’ose

vor t ic i ty  axis is p t r s l le l  to the air raft ’s directic-n of mot ion and having finite wi -m I, , The initially

flat :ci, st c-t rolls up fri-i-i t h e  n’ I ,pc-- . (wingti ps) inwards as it is convecned down t re-i” ‘-f he w ing. n,c- n w , ’n r

( l~ 35) 1 rc--~ nmsed c i  ct the spatial develo; “ c - n .  r of the rolling up process might un- efully Ic a p p - r o x n — . c t e I  ~~- ,

t ice t ime  develo ; r- ’-:, ’ of a t w o — d i m e n s i - r , , c l  sheet c - f  m ite width . He replaced t N t -  - c ’n n i nuous h r  ‘n a i l i n g

from a wing w it b , elL ;ti cal load d i  ;t r i b u t inn  I ’ ,- din , rete vortices , an h c-omp-; ite-’b c l , ,  tine leVelopmen of

the conf ig -it inion by use of ~~ . or.1 iex potential. This study , of c - c - h i - - c c - -, asstnmcU that the sh’e-t “s’ -nI’- d

to rib i n mr ~ tip and l”w :i- nrc-am of n’ , .- wincg and the effe, n of the wing itself is i pc-.ore l , i.e. no att”-~.t is

made to in; ’c -mn p’ cr ,t - nb c- eff’- t c - I nh ’ soli I body in the flow. This as’u;r.) t ion will l’e suf’ ic i c-otlv vcl II

i f thn - spatial develo ; ren t of the lie c-t is slow enough for a quasi -nwc - - Ii r r t , ’ r m ” ional s i t u a t i o n  to col l at .c- -v

I- -wr . st r eam  location. “ -4 ’- ’ t wI t ,  t ‘s w,’crh i -twc-d the- trailing sheet rolling -c~ ‘ . n c -  n ’wc -  “qu,al , opposi” -si gn ’ I

vortex ti n, entrations , t ci t ing f rom the win g ti p” and S c - l I m p  , in a -‘. in I in ‘c-c -u ’— t - t ’ . e- ,
~ 

it-u pre-

dicted b y the analysis of h a m - n  (111 ).
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Follow ing Birkhoff and Fisher ’s discoveries about Rosenhe,nd’s work , Takami (1964) and Moore (1971) both

repeated Westwater ’s work. Moore found that , using very accurate time integration procedures and two and

four times the number of vortices to represent the sheet , the paths of vortices near the edges c-i the sheet

were extremely contorted. This motion is convincingly shown to be due to the (ropensity of close li n e

vortices to rotate about each other. In the body of a vortex sheet representation , close vort ices on either

side of any given vortex will approximately balance out the rotating effect on that vortex , but at the eI gc-

of the trailing vortex sheet the balancing is not present. Moore showed that the effect of the rap id mutual

orbiting soon spread inwards along the sheet and vitiated the entire computation.

Two authors implemented ad hoc cures for this problem . Chorin and Bernard (1973) repeated Wesnwaner ’s

work using vortices whose stream function changed abruptly a small distance , 0 , from the vortex , as given

in Equation 2.6. The effect of this is to prevent the high mu tually-induced velocities of very close

vortex pains and so reduce their propensity to circle one another. Computations performed using this device

showed that the form of rolling up at the tips matched the Kaden spiral very well. Clements and Maull

(1973) used Westwater ’s method to investigate the effect of different wing loading distributions on the

rolling up process. They also found the high mutually-induced velocities near the tips and elim inated

them by imposing a bound on the velocities . If this bound was exceeded , the two offending vortices were

amalgamated into one vortex at the pair ’s centre of vth’ticity, thus effectively increasing the separation

of the vortices in the region and reducing the maximum mutually—ind uced velocities . This device , whilst

obviously less desirable than that proposed by Chor in and Bernard, was successful for their purpose.

Fink and Soh (1974) presented a new refinement of the discrete vortex method which they illustrated in

a number of calculations including the trailing vortex sheet problem . They pointed out that the discrete

vortex method is essentially a mechanism for dividing a continuous vortex sheet into short segments , each

of which is then assumed to be represented by a discrete vortex equal in strength to the segment , located

at th e centre of vorticity of the segment. A vortex has no self—induc ed velocity , but the short segment

of sheet represented by that vortex would induce a velocity on itself. The velocity can be represented by

an integral with a singular integrand whose Cauchy pr incipal valu e is

jK . z. - Z . ~1 1 1 1+~-s” ~~~~

“‘

~~ 

- 

~ 
Q.n 

~~~ 
- ~~ •1+~ 1—~ 1

(where z. , and z.~~ are the ends of the segment and z. is the position of the vortex of strength K . rep-

resenting the segment) provided the segment ’s length is small enough for the sheet ’s radius of curvature to

be large with respect to that length and the vorticity distribution to be virtually constant along it.

This self—induced velocity will be zero if z. ~(z . + z , 
~
), i .e .  is the midpoint of the segment . This

1 i-$’~ 1—~
led Fink and Soh to propose that optimum results would be obtained if the vortices representing a sheet are

equidistant from one another. They achieve this by rediscretising the sheet after each time step . Thus,

an initially equispaced array of vortices was advanced by one time step giving a new set of non-equidistant

positions. The position of the vortex sheet and its strength as a function of position were then estab-

lished by interpolation from the vortex positions. A new discrete vortex representation of this sheet was

then , fo-cn;’h , using equidistant vortices whose strength was varied to give the desired sheet strength at any

position. The process was then repeated. Westwater and the other authors mentioned all use equistrength

vortices of unequal spacing to represent the vorticity distribution in the trailing vortex sheet . The

application of ink and Soh ’s method to this problem led to the small spacing of the vortices near the tip

being eliminated and , as might be expected , their calculations did not show the unnatural orbiting of the

vortices near the edge of the sheet. Their method does, of course , lead to a greatly increased complexity

of the calculation and must give rise to increased computing time , but no representative figures are

mentioned.

Moore (1974) presented a computation in which the tightly-rolled portion of the vortex sheet near the

tip was represented by a single vortex. He reasoned that the cause of the erratic motion observed by

Takami and himself earlier was the inadequacy of a small number Of vortices to effectively model the dynam ics

of a turn of the sp iral part of the sheet. He therefore arranged that the tightly-rolled part of the sheet

should be represen ted by a sing le vortex. As the sheet rolled up and the radius of curvature of the line

through the ti p-most vortices decreased , those vortices were amalgamated with the vortex representing the

sp iral. Thus the discrete vortices were not required to model the most tightly wound part of the sheet at

all . Moore found , in extensive tests , that the chaotic motion was eliminated by this device and the

exterior part of the sheet was accurin’-ly modelled. 
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But t e r  and Hancock ( 1971) presei ;t e-b  an e ’;sn-nct ia l ly  t h r ee—dimens iona l  n o n n l ) , t l t , , i  ion w h i c - b c  t c - ,c- - l i t ’

count the ,‘t I”- n- ; cI the hound vor ’t I i n ’~ i n the c - i ng. The trailing sheet w., n •-; -r c - s c - o n e  I by i i  nil en ’

vortices , s- c 1, -c - - n ’ ; c- cc - I of -;tn ni ‘bit - ‘4 -n’ c- n i n -  1 c-tweenc fix,- I planes Ic- ic c . - n c ’ m ’’ st nh, ’ w I.,- . The mc’ w

m i t  i. t i ly in n  m;te’-l to be flat , ti m I  n b t e  I i c c  c i  sh ip s -  — in w I,ith the vortex - .‘- ,‘‘ ‘- ‘,, n n _ -a t - n  c - ’ ’ c - . - t - - ,- -a n , ’ n-~ -
~~

- n c-.x I —

t - , , , n c - lv  pa r a l l e l  to n t ’ ;  Ics’s I n a t n ’ c- 551 i c i , ” . of tI.- flow — w i n  . c- tn- p - m i t c h ~.y su. iterative ; n ‘ c- I u cc.

vc - t ctc i t - ,’ i t  the  , , r , t ~~, - c-if eat-h segment 01 e-cc,n; n i , i L n m ; - c - c - n -te n I Ilament was - ‘ i ’ ;  ‘ n c -  I c y  - n o  c~ ; 1 c - ;  n I - n t c -

eva ,.~r - ci i  F, - .r :on 1.5 , an d n tie ;, , ‘ n . c-n t - , s,- - c s - c i t  c t l ’ ’  ci i gned w i’ . t i c -  local I tow vein . in - ,- at t b . ,

ml I—; - au n - n ’ .. ‘ce process a t : r , ,c l n•- I when ; , Ic -w mc tu e ,‘- n i n i c - - i  ‘as-: n e-n I ‘n I . . t wh i t1 the  vor tex I i lan ’ ie -u . t r ,

had -, .-~ i , I n , -  , - I: . : , c-c c - r , t  I enw n - c- n. one m c - I :. and t I l e  next. A sn . c-mo d it- •tion of the n - c -’ t’ h .n - w

- i n n ’ ’’ I c-o - c ci’ ‘,‘.- t I- - c - n e  accurate - i i  ‘I I c-’ of .- ;‘ c - ’ - t i n - arnd c- tn , t t i n i c - o . An advant m , ’ - I tb  I ”  pro—

:5- b - n ‘- is in ’; nI ii ity n- I’ , - i n . -  - n .n i tely n lie rolling up tiehind -n “c- - I t  wing. A l s o , si - I m n b . ’ tw o—

I i ’- ,’rc n i” t ; , a l -cal -u ml a’ i c - - I  , t he c-c c , n ”n  sheen is r c - - n n - n . - - n c - ’ sic extending c” in,f in - n- c- in c -n. -

d i n - c- - t i - I , ,

- , Mm’ n-: - :p - ’- I :‘ - ub ME Th OD

The Ii ., n- c t  ,c-~~ c - c -  t15 ’t h i n ’  I is increasing ly he - in ’ - ; e-m l as a tool for st-u l y i n g  many l ci 1 fT c -w n d  •c-’. :

pn ec.on-c’r. t ,  The origi’, c - use made of the method b y ionenmhies - i , I c- -:’ nibed in ‘-c-. c ion  - , has led c-op ica,mi y

c hi ,’w ’ -n ‘‘1 A c ton which is ;-irt of t I c  b-sl y of wc n i  sine -i  an  a I otte r unden t .r, cing oh t I  - -  mt-char, Ic-n. of

n oise  ‘‘-b. c t t i o n  ira r, c x l  on- - 1 , - n  at the  I nuu, .i ~b ’/ or jets. Also -,i n-c I an s-i r. •n ;n . c e - t n t  cr c l o g  is crc

• c ,1 ‘ t n t  of : , c -  lb- - - c c l  hE n r I i n s  wc- t n ” I y Davies , n c r  I l , p-lw ~U and Mason. In ti C’, — t i n - p a; c-n t n . c-

‘ c - n ’; . c c I I l - n c -c c i-in - in- ‘.“r c,-’x I- r ‘- c-ct i o n ,  jut tI , -- - .n i ng layer is cons I :en e l  as a source for toe no’ c i .

: i e lJ  fir I rom the jet. The results so obtained ax e en, o .n~~gE.g as a si n -c ml I c i c - r .  or ‘ it noise prod - ‘ 

‘lab in and Mason (1976) Ic c-c ‘ I - . 1i;s-~, t I -  on ,-’, c- n , n o - ’ a n : sd e l  of n: c -e noise genera t ion  I- -,’ • ~ t -_ t , b , g  .l ct welj

in an m i - m m ,  plane. Ic” :rmli a ,l,aSr- t .I i n  lutoffel nron. sc- ou -nma nion it-n v’- I b y n :, e- au n t ’s , n b c--c- - ‘‘ :,:nr ... tm - :

a ta- - :1st-n .iormal ne-mel in wl.ich a b low parallel no a plane wall caused ‘ -p -un  ,‘ion  at  t c .c u ps tr ea ~ _ “ d  b c - - n

a n--c- t ar.,-’ .l.a n c a v i t y , t b ”  -‘
~ 

tn’ i n - n  she cr- layer I c i n g  s inc-s lated by i c - c -  rote ‘c- c-r n c -n, T N t -  “co-icC was

,t t i - n — I from res t -ml ‘on’c) -i tO I u n t i l  a s t a t i s t i c a l ly S i - m t  ‘ : m r ’. ’ tate h.coI ccc: b, t- v c - b .  Ti- c tan lit - i :

noise of th is c c c -  was t h , e c m  d e r i v e d .  T l,e impor t ance  of t I e r ’ s  bc-’ _ is us , n c ;  i-n ., .‘:, na tion. - I o u t -  n’,’; - of

a i r f r a m e  1, -l i O n -  c - I - n

‘hon in (I -
_ 

‘)  presen t I a ne-tEnd for the s tudy  of slightly viscous f l o w , He ‘ n - c c - n c- c :  t, ,c ,r, in. :t:s1

-i cr - tI c c ’ ,’ i n d r i O u t i o n  in a f lu id  could he modelled by a b i c - t n l l  mUo c .  c - f  ‘ m i s  n e t s -  c-” 'r ’i ~s. Th ec- • ‘ - ‘ n U tes

wool 1 -ol c ’.quennl’,’ mo ve U i t l n  v’ l — ci t i e s  der i ’c-, I nn’on the n-’,t ’ ; m  ir .t c- n c U-n. - f  c-i - .,’ vontl E , t t g e ’ ” i -r  w i ’ I

any underly ing in , ’c- i’s  i-i jr-rotational flow tic’ I I and ,n cacti n i l - c - t e - )  a b , n n ’ ,c- n ;erl’ , n I  ,i tI c - t. -,c-i-’...

applied to each vortex po c - it iobi to sin.c;late ‘E. small ‘c-in ’ c- . ‘hi ffusionc . This - - :‘-r-t ,tIc - tI’r . was a

random variable wi th  Gaussian d i n , n r i l  mt ion of zero mean a r m I c - cr i-un, e - ‘- whet ,- ‘ t w i n  n ., ‘.n’ce ~e; -

an R t h e  ; eyr.oi~~~ n c-m inI en .  This r inc-Ion, penn a nt ,cnion , i inc -p nc’ I u s ing a r , i rm h ” . r ~. .—,i ‘ ,-e; .cns tin ’m; . g:r i thin ,

pr- r- -c- I — ‘ I an appropriate  spreading of the c - c - n i - I  in-c - in the  f low as wi- ,l I I n -  c , .‘c-d I V  ~~~~~~~~ -.‘iscos in - ,- . I’

vor ti  cc- , or ‘ vor tex  I lr-l - , as Imor in called ‘‘ - , h a d t h e  I n - i ’  s tr - fur: n ’n. ~
- wa, ..ncec hg ,.b’.rr Ii-.

Benicarcl (1 t73). Chorin a;;) l ie ’  - the n-c tI~ocI to the wi ’ e oh a d roo l  in n y C l i - I c  u in nh —h. ’ b y -c-i s:nur; I Ic-u.

The boundary c o n d i t i c - I  or, the cylinder was s a t i s f i el  :‘y c or p - st i n g  a “ ; .i tal le so c-- c  di : , ‘I - i - ,  Cc- er  d . c

,~ rfane to negate the normal velocities jn-m clucc- across the o cr1 i ’ , ~y c - ‘- >: l IoN s . C . w  -c- n - d i  c -c c c - i n c  

or ;cn- I at the cylinder sir Ii at each time sn’ , - : c n n - n c , beid ,p :. c- n - rI~,,’: - , ‘ t h e  on c c - s i c-,- of

m ak i n g  toe tangent ial  ve loci ty  at the surface .rc-no. Old vorti ces ‘ :  , ‘ , I .,- no nr c - -  r,ar’, b -sn or’.pon ccr .t c:

motion , crossed the boundary , we-re removed fr-c-in, tie flow. Chorin i c c ’ b  i - h . . ,- ’ a ‘ b i b c  n ’- d i n ’me ns i s n u l  version

of c -li e “c’t hod was und er deve l op -sui t .

In Cleunnents i I’t c- ‘N) sn-I Ciements and x i i  ( 1’37N ) a sm - t i e s  of e o n :, ions of the n-cc: ‘m e l  ‘m e -- ‘i- lb s I in
c - n c - c e - n - n o  (l973a) in c developed. Amo nm gt cn these urn’ models of the flow behIn d a II  ; n ,n -L a se .b  holy with’ . irw

velocity base bleed , which exhibi ne - I the .- cit.’ e f f e c t s  as l o i n ,  I by ‘t i n ”  an , ( 1 m  7 >  and of d.c s--nrc 1t1 V w h e n

sub jec ted  to c ross—st ream osc ill a t - - , , whi ch again c - rn --I c c - I  well with ax; on i’-cb . n a ,  ren c ,lts. A nm -Id ‘c-f

the flew hehi- . l a I . in , ’-I coed section with -u base cav in- ,’ I i ’ , not c c - i n c - l i n e  win - i, ‘ - x ; s ’n h ”’c ’I , t ’, i I it , c ,  11 was

suggested tb -it -a secondary ‘~cn anion with in the cavity ri ch t c - ’  cxc- in n I ’  real flow and sin e- nh- nct.c-1 e1

‘I not on- i - I ’ - t  c~ i- - - - I I - I L i--1 , t lni - , could exp lain the poor tn - n n ’n~merit . T l n i  s ‘ or enn highli ,‘b,t n - n’ of

r b o
~~~i ’ ’ n ’, t al fail ir ,~’ , c-,f ‘ h i : ’ ’ rn ’nc - ‘ic-’i n O.1 n l i o d o m n- n  — the timer must i d e n t i f y  c - i  the ~~t-u r-an ion 1-n’ int v-I

,uib o~1i surc -ly model the vor c-x p r.- f u c :i ~ infl at eat-h. Nc - - rI o - n of s” c- nn fa ry  c c - p a n  ‘m l - -’-, ,,cn ‘,‘it ia t e ‘he whi r l s ’

model , so a er ’ tin u - c - c - m n - n of insp ired foresigh t could I e ne-.- c”cs’sr’,’ to achieve a s a t i sb  a cc-n -c- ‘n-’ cl I nc c - c - ’

- - ir n u m s t cunc r - - ,!  A model c-- f  rh, - flow down -i - c u ”1 in -i plane wall showed gom;l un-i c c - r e - t i n  with ‘x ; c i I~~ ‘ . ‘ only

- - -

~
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when a large proportion of the vorticity was subsequently removed as it (--annie i ,~’. i i  t c  t h e  w a l l  ‘k..nnstrearn

c - in the step . Again , a possible explanation was advanced in that then- c is some c- ’xperi  - - “ u t t m n i e - v i d e - n ,  .- tor

-a three-dimensional mechanism whereby vorticity is expelled from the separation I ‘michie i n • t- ’, the dowr,s ’ n

Low . Clements and Maull (1975) make a telling comment on discrete vortex methods : “ .. , t im ” u undamen.t,,C

assumptions of the (two-dimensional) discrete vortex unettcod - two-dimensional , inv in ;cid flow with vorticity

confined to small and well-defined regions - au - c - quite sc -c-s n .- ,and careful ex- -- ,ination of each f a

situation for which a model is made is necessary tn ensure t h a t  such assumptions are n ’ ,sonabl— . onmverse-

is’ , this weakness cant be a strength in that , if a model is constructed with these assumptions and , a b nl o t

being credible and consistent within itself , it ta ils to predict c’x ;-erin ,r-ntal results , this poin’-.. to “mc .

imp ortance of the neglected effects in determining, to ‘ ‘n: , ’ - exten t , the pattern on t h e bm w . In this wa,’ ,

the usilur e of a model can sometimes be as illuminating as ins succesnx~ ” Clemen-ins (l973b ) also contains a

descri ption of a model of the flow from a slit jet and behind a bli,r~n-Icased body fitted wit !’, a splitc c- r

plate . The latter model correlated extremely badly wit lc experimental results. A gair., thi s f.ailnure nay be

assocj,uned with an imperfect understanding of the mechanics of re-attachment of separate- I shear layers n h - c t

approach a boundary closely. The slit jet model performed well , and subsequent develo p-n-men d has incln ,Le.h

the simulation of markers in the jet interior fluid. Turbulent dispersion of the markers was u,in,uianed b y

a method similar in conception to Chonin ’s viscous diffusion simulation. This sn ’s.ly was aimed at pr edi n -

ing the entrainment of effluents into the ring vortex formed at a chimney orifice.

Fink and Soh (1971) applied the method to the simulation of the vortex formation near a shi p ’s bilge

keel undergoing heaving motion. Their computation used a tutta condition to determine the n , t r c - - b . g t I :  of new

vor t ices  in t roduced  at  a f i x e d  po in t  near the separation point. Following their develop mer .n of cn-,e re-

discretisation method , Fink and Soh (1974) describe applications of the method to the sing le vortex sheet

problem of Rosenhead , to vortex formation at the tip of a semi-infinite plate moving normally to its plane ,

to vortex shedding behind a finite plate normal to the flow and to vortex shedding fro m slender l i f t i n g

surfaces as well as the trailing vortex calculation described in Section 4 .

The work of Zaroodny and Greenberg (1973) has pointed out an interesting application of the method in

water wave analysis. They presented a model of arbitrarily large amplitude , tho’cgh non-breaking, shallow-

water waves. The flow in such water can be represented as that due to a sheet vortex on the water surface

and another on the bed . The motion of a wave of initially given shape and vorticity distribution can be

computed from the known relationship of these to the free surface motion and change of vornicity distni-

p-unions . Zaroodny and Greenberg give integrals for the fluid velocity at any point in the fluid in terms

of the vorticity distributions , but do not state how these are evaluated. It is eviden t, though , that the

integrals can essentially be approximated by finite sums representing contr ibution from vorticity an points

on the free surface and bed of the fluid region , or equivalently the vorticity distributions can be approx-

imated by discrete vortices and the motion of the waves computed from the induced motion of these vortices .

Wardlaw (1975) has used the discrete vortex model of the flow past a circular cylinder to approximate

the development of the vortices shed on the lee side of a cylindrical body whose axis is at an angle of

attack to the oncoming flow (a nunanoeuvring missile body, for instance). He considers the impulsively-

started flow past an initially expanding cylinder in a similar manner to the vortex shedding cylinder corn—

putations mentioned above. The effect of the expanding cylinder , which represents the effect of the

tapered nose, is represented by a source term at the cylinder centre and the cylinder radius is increased

appropria tely in the initial stages of the computation . In computing the force coefficients on the

cylinder , an attempt is made to allow for the effects of compressibility, although Wardlaw states that the

method used is not strictly applicable to the flow conditions involved.

}(uwahara and Swenson (1971) presented a study of the stability of an arrangement of geostrophic

vor tices which was inspired by a problem in meteorolo~~c- . Their problem was that of the motion of N

identical vortices equally spaced around the perimeter of a circle at whose centre was another , not necess-

arily identic al , vortex. The stream function of each vortex was of the form

t~(x ,y)  ~~ Y0 fp ((x - x 0) 2 + (y - y o )2)} ... (5.1)
where Y0 is the Bessel function of the second kind . In the limit p * o this becomes the stream function of
an ordinary two-dimensional line vortex. Such vortices occur in the approximation of meteorological fluid

dynamics as nearly horizontal mot ion in the globe tangent plane. A linear stability analysis of the con-

f i guration was presented and the non-linear motion following a number of perturbations of the confic;uration

was calculated using velocities derived from Equation 5.1. Variat ions of the parameter  p. essentially an 

— ‘ - -~~~~ -- 
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Inverse length scale , of the relation of the centre vortex to the leri pheral von tires and of the number of

peri pheral von-tic -es were presented .

A flow computation method ,ien ;m u ibed by Christ i-insen (107cc , l975t n-hould Icc- -‘ , e u m t  i c -n -c--i in tr . - context of

-hiscre - n e vortex ncethods , although it is essentially a hy i1 n ’ i I of t h i n ,  n - i ’tf mod ant i the f i x e d  E m i t - u - i a n  1’n id

t e c b n n , i -j u e - s  of c o m p u t a t i o n . Christ i,cnusen - t av t ,- . I from t f m e  c - t - i l , : it’d tn nn ,stsn-n nm - ,nic - nm - ‘ I t h e  equations oh

incompressible inviscid flow

c-p
— ,.. (5.2)

in w h i  bm , fo r two—dimens iona l  f low , one c -an i n c n n r m - I ’ , m- e -a s t r ut  t u n ; -  n ior 1 ~m such than cx n 7 i’ ( U ,0 , .  TIme
equations 5.2 can then he written

s j  r - -‘ = i.m~t ‘,‘ ‘ 5 5 ‘,‘ - - . . .  ( m  - ;

In t a c t , V x r (0 ,O ,~~) , so ~ is the vorticiny . In Chn isti anmse nm ’s wore ide vort icit’,’ distn - ib ,tiont d,(x ,’.’I

was represented by a d i s n n ’ i h  m i nion ; of a large number of i ,ber ,ul ca l linac -“ n -ices. The equivaic t vornicic - ,’

at the vertices of a fixed grid was m :ompute’ h by taki ng a wei ,’h; t e’I sum of nb .c - - p o i n t  vorti- c-c- near that n - r id

point. The snreuc- function was then computed at the grid points by n m - c-nn erLallv solving E-, c ’ m t ion b. Lin

From the stream function the vortex velocities were compute l I y tm 1 inmg a weighte-’: n-,e.un of t i m e  den i’c-atl’i ,c n

of the stream function at the four nearest grid points . In ‘h r  istians n-t, and l~ah. -ssky i i c - 7 3 )  n o n - c  n -u s e r  i cal

experiments were reported . Using 3200 line vortices ~‘md a 64 4 grid the’; c c u c i e d  t i e  siu , 1’-l e vort sl . :

sheet problem and the evolution of a number of vortex street_ li e c- n ,f igurations . In these ex p e n i n n , e n - . c -  tb,e

number of vortices handled is much larger than than used in typical -Ii ’ s-etc vortex compn tations . In tb ce

usual discrete vortex computations each vortex velocity is the sum of contributions f n o n :  every otb;n -n - ‘c-or-c-c’s,

t hus the computat ion of veloci t ies  of 3200 vor t ices  at each t i m e  nte ; b y t l,e convent nob ,ah n o t ’  ‘ would he

an unwieldy and costly undertaking. Chrisniansen ’s use o f a gr id enables him to compute nI,e velocities an

the grid points relatively quickly and then interpolate t he  v e l o c i t io c  of the vortices , thus redo-c log the -

cost of the  computa t ion .  On the  o ther  hand , a fixed grid is in-,trc-’ .b -: ,,;’d and one of nb c - - most :c t c n - a c r I c

features of the  usual metnud , its economy in fo l lowing t h e  f low f ea tu res  w h i c h ,  are of - - “st  in ter est , is i c o t ,

5. DISCUSSION

From the description of the uses made of the method , it will be evident that its use i n ,  nwo-Oin-,en’msio r .al

flow models is well established and its extension to axisymmetnic and t h r e e — d i m e n s i o n - a l  b low s i t u t - d i a r m i s

unusi ’ way. In two-dimensional models its use is almost invariably associated w ith; the use oh comp L n’

potential methods for computing the mutually-induced velocities of the vortices. The availabilic’,- of a

complex potential for any given boundary conditions is somewhat prohlen-ca cical and we urn- by no meant

guaranteed its existence. The literature reveals the use of several devices for obtaining potentia l- ir

the presence of boundaries . M i m e-Thomson ’s c ircle theore-o made p o s si ll e  tIme  me nb els of flow an t  c i rco lcc r

cylinders. The use of Shwartz-Chnmsnoffel transformations was the basis of this author ’s co-ntrii ‘c cl c’ 

the f i e l d .  Sarp kaya used another conformal transformation to create his f la t  p l a t e  model.  Al l  cf these

means , of course, satisfy the boundary conditions exactly . There remains the possi lihi ty of using an.

approximate solution for the underlying potential flow field and boundary conditions such as the sun -b

source/sink method described by Hess and Smith (1967). In t b n i s  o e t h m c m ’ i  tb ’s s t r e ng t h s  of an anrange cccbc i - of
l ine sources dis t r ibuted over the solid boundan i~ s of the f low are found by sa t is fy ing the no—flow ct- n,-

ditions across these boundaries . The only use of such a method known nr the a u t h or is tha t  in Chon in  ( l 5 ’ c - u )

described above. The use of this method could greatly extend the class of problems wh ich can be modelled

using discrete vortices and , further, could be extended easily to the tb-re -c-dimensional flows , in wb,jch

case the line sources are replaced by point sources . The generalised Shwartz-Chnistoffel transfor’c.,,c ion .

of Soh (1971) also promises help here, though I have not yet been able to obtain a copy of this won- I - The

problem of finding a complex potential is one that is susceptible to solution given persistence and

ingenuity in the user . For axisymmetric and three-dimensional computations the mutual velocities are

generally evaluated from forms of the integral in Equation 1.8. The general induction formula for the

velocity in duced by a segment of vortex line of circulation ly ing along C , “cuc tre x ’

Sn (x — x ’ ) -I (’
u( x ) r - — - —  —
— —  ~~~ x - x ’ I c -

is known as the Biot—Savart induction law . In general it is not possible to s’s--ul n n ,a te the integral in

Equation 1.8 exactly, and the approach of Davies and Hardin , and Leonard h-as been to appn-c-’ximate a curc- i-

- * --- -~~~~~~ c- - -’ ~~~-- -~~~~~~~~~~~~~~ - --—~~~~~~~~~~~
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line,ir li ne- a’ n n’ tc - x L’y .a n-c - c L’ ’, of stu’ ci g l. t line ‘ ‘gu’c - - T n u ’ , arid e’.- ,luate Equation 1.8 c- -c - c- c th is -cl i u c - mxi n’,c ’c-

curve.

‘ c - - n m - , i ’ h c -’n ’ nt imu n c of nb ,’ tab i liny and :r- c m ’ y  ‘I S b , ’ -  n- c, - n - i ,  , : inn nh ’ - - ’  “1 :_ t  n ’ (OflS in. n b c -- t I c-c—ri 1~~n i’’’ ‘i

limited to tn ” use c - - f  Ii n c t  lout in the  e v a l u a t i o n  oh n- c- - c-n 1 n’m cu, I , c ni cl ,; , the u, I n.5’ - n models no 

th inc- ‘Sb ‘.‘ t - oh n , cr;, ’’’ . in t ime a t- ;  ‘ ice and otn c eu- , n ’ , c ’ t ’ - n  - , The wc - n - of Moc-,u , ‘ ‘-n ,  t b ’  n ‘ , m l n , , ’ c-.p of c- r

trail in m c’ V ‘ i  l c ’~~ ,, i, 5 -’c - t h i S  n , ‘c -mc val n, tl 1” i n ;  t f m  is u c , - - t and i t  mc cc- b een-c -‘ n - n , nc -nb nb. an ‘- ne p it -tic- ,.

tn - ,I Ic-. i nc c i gh n t I’,’ r ol l ’- I , ,; - I c c-c -- n i n n  ,-cb ,s -n , a’ c c l ,  c- -c, icc m, ~- 1 - h ,r c- S Ira’ roll ~ — - n  t n - i ’ -  sp ina l c - n -

ty~’ i ally close,’ t lm a mm nc-’ i ,’, h m l , c - n  nn in n - n c --n t 1 - . ‘‘‘: in  the c ”, n 11 . ‘ ever--il uu l; c-’ n’ n , ’ ’ ’ -  a -  , r , : i -  n ‘‘ i , -~~~ ’ - ‘ -

in;, ’, d i sct -et e  c o -n n~-x n - c - i - I c-Is t n c - c c - c l  very c-cu I, cb c-,’mt t b ncn I i n c t n  - t i n  cc- c - - n  ; c ‘ - ‘-: I i c -u ,

Ar c c c - ,  in , a’. i n - h problems m n’ i : c - ’ i-c ’” , m n  c --n the generat ion of c c - u  t i m ’ ,’ n i :  nb. ’ was’ inc  ub ,i ’ 1 the-

I c c - -i n c - I in ’ ;  i ay en - ’ ’ , n - c e  n ,c - ’
~ 

- mu i t c h  :1;’ ’ ar I c’,’er’cx and th e ml i n ’, n ’ n  c-n e vortex a; ;~u ‘-x in’ , it i - n , c - c -, c - ’ ’- 1,-c-n ter ,nc--

rcni .it e,I. Those c ’ , t n . n ” who :, cc-’ - ’ o n m , : i d e r e d  nt_ nm b e - i c  Ob t he  f low p ’s,t  n c y l i n m n h e r - ’  have  ,o , ’ -c - s- t  all c - - n e - n  ‘i ’ d on ,

some a ich problems. Chaplin and :,,airi both m ,;€’,I v”r-t i ’ cc-’ ; , - - ,t n n . ,c- f ront  cy l i n .-h ,’n un - r u - ‘  “ n - i- : n c  c c - n , ’-
I -nun, Ian”; layer nm eu- c’ and I oti ; x ; c - n ’ i t n n - m c e b  d i f f  I - ,,i t i es  in eel ing the boundary layers .c - c - m , ‘ “ . I’ -

c -m t nmon -; I n c  I fixcc - I c:,c’ sepan’at lout points. kn ,c ’n; 1-n- b fen ;I -, nm n - bm and M mc . n ,  , - 1 allowed t i , ’- set -in- i t  ion poir,n

be ln’os’ly determined an ,n, n -- ,il isn ic result in l1 c- ’w c’ I wn, I- . they tn’ c n - n  t c -  tb , - undue in-, X iu e n c ’ e  of ‘ - n - c - - mn-

line vortices , or’ equivalently to the r cu ing of the -b is ct ,- ’c vortex c t - t i,,c-m I n- c -j “mont -I n :.e flow very n, c,r a

shear layen’ .a n cc -~ u i c e l y .  Yang and Bar-— Ic -v (1976)  have made a promising con- inn-i: ,t :c- n to this p - n c - m i l e - n  in,

whi m a Ic - -mol ar-,’ layer expansion in powers of elapsed t u n e , valid for st a l l  t i n ’ ,” , ~cr the ir ’p . is ive - ta :

- n- flow past a cylinder is combined with; a two—vortex model of the -ci ,e . it is the -ca thc- ’u ‘s op in i c -  n-. n - n - m t

special intention will have to be given t m t he  ‘nut l u n g  of nc -; -an idiot , an-m n’ w,,’c-e conditions I cc- b’ c- r e an

, a 00 ,t e  solut ion can be found and that  an ‘ inner ’ mod el of part of t b , e -  f low f ie ld  wr, i n. w i l  Li i n n - c c -  c n -‘

gap between boundary layer and c - u n  ~rote vortices could e luc ida te  the r e l a t ionsh ip. Thic- line is Leing

actively pursued .

Anoth er area rc ’; .ioir’ ,g special n n - c - ,’ n ; t i o r m  is that oh the ncc -ohanic s  of shear layers wh ich , , u t t e r -  s o n - c

period in the main flow , approach flow boundaries , Authors Ia’s-i with this problem have uso ill’,’ e l i -i - c - t o  -

vortices which approach closer than  some small l i s t - a n n e  to - c-, - -h Ion,n ’I mr ies (e.g. Sarpkaya , Clen -ent

ari d Mason , and others). This procedure has served w e l l  in cases  where  the part if the bo ’m n ic-ar c-’ concern.eb

is a small one , like the rear face of the sh” ‘111:,, - body ,  :jh i -b, is appro~’i he - by vortices only cx c, c - p c : c - ’n , a , . ’c - .

h o w e v e r  , in Clements ’ models of the flow loan a step and of the blunt-based body win - b, a split’ ‘ ;l-c -ce en —n e

reattachtnent is an incn c ’ ,~n ii f e a t u r e  of the fl—m ci , this mechanism is not satisfactory and f,,rdb,c- i won

resolve this problem is necessary. It is notable th ai lack c--f adequate representation cf cl ,’ : ‘- -a n ” ,

process resu l ted  in ni c e models more or less failing.

For the I ’ ,ture it may e expected that the discrete vortex n-m ethod will oa1 e a cc-n - id e ,  ‘m: Ic n - n c r - i :

tio nc to the s tud y of aerodynamic  noise genera t ion.  The wor of Davies , Har d in , M c - c ” n , Act”n , Moore sn-cl

Saffman have all contributed to the devel apment of this field , A cor, expressed disappoint-en -c tb ,at b e n

work ind ica te s that the vortex pairing process was not particularly sensitive to initial condi t ions , so

control of the process through such coucditi onn s did not seem feasible. hi ”n e-n -b ,elo ’- , n u b  may he addel

our understanding of the process by such models. The work of Hardin and Mac- n , could well h e exren ,nel to

models of aerodynamic noise generation by other airframe non-uniformities than tIn e re ’ t -c n c-- , i cu “acm -v -

a V- n - , ot ’b m, a rectangular projection and a V-projection all seem obviuus candidates .

The flat plate at incidence modelled by Sa rpkaya and Belotserkovski i  should lead to a model of a thin

aerofoil operating in a severely stalled regime — of great interest  in the p red ic t ion  of the c-ha n - a cer-

istics of high-performance military aircraft in violent manoeuvres . nce -a better understanding of the

mechanism of shear layer reattachement is established , it will be possible also to use the discrete v”'tex

meth” i to model the buffet loads on bodies in separated regions. T e  wake may either be br-on- another

upstream body ,  or from an upstream section of the same ho l y ,  In either case, cl- -c- dynamic s of the ‘;c’p’ cn ate- I

region can be c-shelled by the discrete vortex method and the loading on the b-t Ile - ne - nb body ‘ii n i l a n c i  dr-n --

the effect of thi s representstinnn n of the  separated flow on that body.

Other uses than cho-c c,- outlined above exist , and will be developed in the future . The n’-e-nh’c- I has reached

a - :n - age- of versatility and lcn mr- a n’ , ,’ that demands its consideration as a serious nc--n-I of the serr’-Iv na n -nic is , ‘ S

trade.

_ _-



- 
--‘-‘

~~~~~~~~~~~~~~~~~~~~~~~~
--—

~~~~ ~~~~~~~~~~~~~ 
-
~~~~~~~~~~~~ ‘- “~~~~~~~~~

REF : bc-I : N ; l.S

ABERNATHY , F.H. and tIc - NAUEX , ~ . I  . (1962): The forrnnntion c -c - f ’  vortex s t reets .  J. Fluid Mccii., Ii , 1.

ACT’ ‘N , E. (i- s 7 5 ) :  The- cnnodc ’ 11  ing o f  i, nr ’y~ c ilml:’,n,i in a twm —niimensiona l shear layer. J. Fluid Mech., 76, 551.
BATCHE L OR , C,  I,. ( 1 S t  ‘ I ) :  An in t r s  - lii ‘ t n - c - s n to fluid ;!‘Iem, zr’mn ’c,’.’ - Camb n ‘ ‘h ge U n i v e r s i t y  Press.

b c - n c- ,~- Mc-’-. b 1 , p - , ;,, (~ -, ‘ F ~~~~~ t igation - “ i 1 ’  
~
“ -in hc ’h n ’nd a t~~ —dimenciiona l nvde l w i t h  a blumt trailing edge

usc.! ,“~ttc-c-! v’-’ t n  .‘r m t  bcc ’ p latcs. ml. Fluid Nc - -c - b , ., c-I , -.l .

b-I ,\h- MAI , I . W . ( l”c 7): The - ““- -n of 1 ctm u , bi,’ c-nml on tim , flow 2 - h h a d  a ton ‘-ju’,, i,, c’ sic-i l c-c ~~m I with a b l u n t
‘it :  cl ing e-dgc- ’ . A c - n c - , ,‘ mmn n , , 1,8 , 207 .

B E A V E R ’  , ‘.b’- . , cn ’ I .~ i ,,,iI , T .A .  (1970 )  V ‘c t -  .c’ ,m n ’ ; usn t / m in j e b , - . ml. Fluid M c -  n , . , ‘c - ,

BELc ’Fn ’ERRc- VJI T I , i i ,  - m m mi 81.1 ‘1’, M.I .  ( 1’ ; ”’ F :  /c-it’, .u tn ;u tio?n o~f 3pn-’cial r-c ’cniures c.” fI  on on’- n a f ia t p la te
at U’cj c -  cc-n0n1c - .n nc-,tm ’ ,‘ ‘ ‘ ,i .1 , Fl’ m i  b Icynamics , 8 , 772. (Tn inn auted  from Russian,  I ’ ,- Consu l t an t s  b u r e a u ,
tic - a York) ,

BIRP,b b ;F ’b ’ , C, - and F I S F b I i - , 3 .  ( l ’ F ’n F ) :  Do vortex sheets roll up? Rc. Circ . M t .  Palernnco er., 2 , 8, 77.

H’ ‘2 1 , ‘ . i  . aim cl ROn-lIMO , A. (197o) n On density - ffects and large structures in turbulent mixing layers-.
3. Fluid Mccl,. - - , 775.

BUTTEd-n , .3. and i/d Oe. I., C.J .  (1971): A numerica l c-co thod fo r  ca lculating the ‘r a ilii tzg vortex sy s ter  behind
a sc- -n t ‘c-n c-nj at Low u p - 2. Aero . J. Royal Aero . Soc., 7hz , 5154.

uHAF I , :, , . ‘- , (io’ii) mc-’ c-n; u t ~-r model “ vortex shedding f
’rn uc - a cy linder. Proc. ASCE Hyd. Div., 99, 155.

iFcRlti , A .J . ( 1 - 3 7 ’S ) :  tJ:cr ’:c- n” n’ca,’ study of sl:’p htly n ’ :r ‘ n,.’ flow. J. Fluid Mech ., 57, 785.

- :1: , A .J . and BERNARD , I .S, (lJ ~~3 ) -, !’dIm,i .c- , ‘ Sic-1 c-:Ofl of a vortex shee t wi’h an excrnp le of no 1 1—up. J.
‘n - n i p .  bc- ,’:. , 13 , 423 .

C h l R l n ’,T ‘c -N I i , ‘ b .  (19 7 0 ) :  Pot -bc --in — a ‘or —d ir -n , nc - ic -n e -al by 2i~’ ~ m ’ c- i”b’ ‘,‘ i-ic-’n-m.n lation —“ d. . I JbA EA Culham Let . R e p . ,
‘i “-Rid ’- , IN

b b F  1’ TiAN E’i , J.P. (1973) Inc ., a” ‘ml n’imu lation c-; ” hmnn2 rc r’c - c-a’avcics b-u tA n- n-cc ‘?cc ‘1 cc, ’’ point vortices. ,~ “on-p .
Ph ys., 1 ’ , 3E ’ .

IRIST IA II 1.11 , J .P. and ZABUShY , N . J .  (1973): Instalili tnu, -, alo.n’c’0em ~~’ and fission c
c-’ ~init,, area vortex

sbS’n, ’c- :ir’,.’. ,u , Fluid Mech ., 61, 219 .
C L E M I , t 1 1  , P.:-. (li la ): An ‘ c : n n n ’.,oid mode l of  two—dimensional Vortex shedding. 3. Fluid Mech ., n 7 , 321.

L L E N I I  111 , l.° , (ii’ 3c): - c-np ,,ter ic-nc- n 2’. 7,r c- P r n - cam ’ , d f l ows  1c-- ’hd-i d t,wo—dimc,nsional b lu f f  bodies. F h .
‘ cc- is , Cambrid ge University .

LEMI : , p . c- - and c - i nn  “, , I . ‘ . (1973): The rolling up c c-’ a t ra i l ing  vortex sheet. Aero . J. Royal Aero,
cc - , , 77 , i

IT , 1- . an-nI MAI”c-L , : . ‘ , ( 1 9 7 5 ) :  The representa tion :‘ sheet in of vorticity by discrete vort ‘ n” ,’.
Prog. Aerospace Pci., 16, 129.

:A~’IES , P.O .A .L. -arid n - A b c - l i d , 3 d .  ( 1 9 7 3 ) :  Potential “i c’ r’r’d~’ I I h n g  c’f unsteady flow. Inn. Conf. on

N u n - e r i c a l  M e c h o , I s  in Fluid M c - - hanics , University of Southampton.

A / l )  , P n Il., FlAl’.,” i, 3,” ., I I  W c - , . , A .V .J. and . ‘A I n ’N , J .P .  ( 1 9 7 5 ) :  A potential “ic-- n.m u’vmic- f c r
- , “i :t’Ion f j - ’t noise. A I A A  Paper 7’ -“. 1, p n e n ; e b , c - c- ’ - :  at AIM 2nd Aero—Acousti ns o t m f e r e n e , har-pton ,

‘J i , ‘ P A .

, A V  , , L.M. (1970): An analytical study c- c-’ separated flow about a circular c-”,’linder . M.Sc. Thesis , lIav~~i
- ‘n - n - n - a l, School , N 1- - , ’ - , ey, Cal i f ., ‘ I A .

: i i ’ b’i d I i A ’ c l H , F .D . an d MARSHALL , F.J. (1976): Time development of  the f l o w  about an innpulsively started
cy l ’ i , L u’. AIAA 3., 1-’, 908.

rAGE , A. and J( biAiI 1, F.C. (lc-c-27 ): On the f low af n - in behind an inclined p late n-f is-finite span. Proc.
Royal  -c . A., lIt , 170.

F 1 N t , P. 1. and SOn- , W .K .  ( 197 c c ) :  Calculation of  vortex sheets in unstea dy f l ow and app lications in sc~c-p
hy drodyncj suics. Tenth Symp. Naval Hydrodynamics , Cambridge , Mass., USA .

J . H .  ( 1 9 6 7 ) :  Numerical computation c - c - ” the magnitude and frequency o f  the l i f t  on a circu lar
;y l” snd cr. Phi l .  Trans . Royal Soc. ,  26 1 , 137.

n - A M A , F . R .  and ‘ ‘ n ’ )  , E l .  (1960): On the ro l l ing  up of  a vortex sheet.  University of Maryland, TN Nc.
P U —  2 2 1 .

b A b l i l l , J .C .  and N’-, II , J .P .  ( 19 7 6 ) :  A vortex mode l of cavity f low.  A IAA Paper 76-524 , presented at AIAA
‘r-i Aer o-A conmnnics conferc’nm mc- , Palo Alto , Calif ., 1 - A.

FEll S , J .I, . and N’ITH , A .M.0. (1967): Calculat ion f  potential f l ow  about arbi bn ”a,rni bodies. Pot-n- . Aerospace
c- ’- .,  9 , 1.

(1931): m l a O ’n ’Alung einer unstabilen umstet ig~~ its f l~ che. In g .  Arch., 2, 140.

LAIPIn , /n . . ‘ . (197.,t : Eddy formation behind n ’n’rc-’n,lcar c-~p -lindermm . Proc . ASCE Hy d , D i v . ,  97 , 763.
‘ c’,IA S , H.  ( 177 2 ) :  Hydrodynorcuics. ( 6 t h  E d i t i o n ) . ,  dover , I “c- c- .

[,Etltlc n,n’ ’ , A, (1975): Numerica l suircnulation of  in terac t ing ,  ticrnc-c- c-c-—dimensional, vortex “n’ la,rcents. Lect ,ne Notes
in Phys i cs , 35 , 245 , Springer-Verlag, Berlin .

1 1  ‘1 - 1 , A. (1976): ,Ynulatjon of thre e—dimencn’c- c-e n -a t  :n ’i m a m l c ’m’l f l mu~~ with vortex filaments. To appear in
Lecture tie-ne- ; in Physics .

- - - ~~~~~-—-~~~~~~ --------- -c-- ,c-c - -” - ’ - -~~~~~~~~-,. --~~~~~~~---~~~~~~~——- -‘-,~~ .-“,.----~~‘-——-



-- ‘~~ ~~~~~~~~~~~~~~~~“.‘.“ ““ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ,,

MICHALKE, A. (1963): On the instability and non—linear development of a disturbed mcA ,’-,’az- i ayc--r’. i c - - t  n;’c - cmc,
F)~cttinger - Inst. fur  Str8mungstechnik , University of Berlin TN No.2 Fin E n g l i s h ) , also Ing .  A r c h i v . ,
33 , 264 (in German).

M I LNE-THOMSON , L.M . (1938): Theoretica l hy dro dy namics. Macmillan & Co.
MOORE , 0.4. (1971): The discre te vortex approximation of a f i n i t e  vortex .‘mA ;-c - t .  Cal. I n s t .  Tech. P ep .

AFOSR”l804—69.

MOORE , D.W. (1974): A numerica l study of  the roll—up of a finite vortex sheet. 3. Fluid Med’., ‘ n , 21-5 .

MOO RE , D . W .  and SAFFMAN , P . O .  (1972): The motion of a vortex filament with axial n - l oon . P h i l .  T i , c : . n , . toy .
Soc ., 272 , 403.

MOORE , D.W . and SAFFMAN , P.C. (1975): The density of organised vortices in a turbulen t c-n nljnicnc-: ia yc r ’. 3

Fluid Mech ., 69, 465.

PIERCE , D. (1961): Pho tographic evidence o f  the formation and growth of on -c - n - - i cc -n on, behind plates nm ,~~c, i - - c t ,  2
from rest in s t i l l  air. J. Fluid Mech., 11, 460.

ROSENHEAD , L. (1931): For~~tion of vortices f rom a surface of  d i scont inui ty .  Proc. Roy . Son . A., 1~ ” , 1711 .

SAR P KAYA , 1. (1966): Separated f l o w  about l i f t i ng  bodies and irsrpulsive f l o w  about cy lin ders . AIM 3., c- ,

414.

SARPK AYA , 1. (1968): An ana lytical  study of  separ ated flow about ciroular cy linders . Trans . A , , M,L ‘ . Basic
Engng., 90, 511.

SARFKAYA , 1. ( 19 7 5 ) :  An inviecid model of two—di mensiona l vortex shedding f o r  trans ient and casy’ s r tn - t c -n t n c - c -a? 1--
steady separated f l ow over an inclined p late. J . Fluid M e c h . ,  68 , 109.

SON , W .K. (1971): An approximate solution f o r  the gener a lised Shwartz—Chrie toffe l transformation. r I v e n -
si ty of New South Wales , School of Mechanical Engineering, Engng. Rep. Nay. Arch., 71/3.

SON , W .K. and FINK , P.1. (1971): On- p otential flow modelling of the action of ships ’ bilge keel’s. 4tr, Aust.
Conf . Hyd. Fluid . Mech., Monasi, University .

TAKAMI , H. (1964): Numerical experiment with discrete vortex approximation, with re fe renc e- to the ro l l ing
up of a vortex sheet. Dept . of Aero . and Astronaut., Stanford University Rep . SU AEF 202.

WAROLAW , A .B. (1975): Multivortex model of asy mm etric shedding on slender bodies at high ang le of  attacR’ .
AIAA Paper 75—123.

WESTWA TER , F.L. (1935): The rolling up of a surface of discontinuity behind an aerofoil of finite span.
ARC R & M 1692.

WID N ALL , S., BLISS , D. and ZALA Y , A. (1971): Theoretical and exp erimental s tudy of  the s tabi l i ty  of a
vortex pair, in aircraft wake turbulence and its detection. Ed.  Olsen , J . H . ,  Goldburg, A.  an-.-! I n n - e n :,
M . Plenum Press, New York.

WINANT , C .D .  and BROWA J~D , F . M .  (1974 ) :  Vortex pairing: the mechanism of turbulent mixing layer grco’n -Am a ’
moderate Reynolds number. J. Fluid M e c h . ,  63 , 237 .

YANG , H . T . and BAR -LEV , M. ( 1 9 7 6 ) :  Potentia L f low model fo r  an impulsively started circular cny lina’nr.
Trans. ASME Ser. E.,~ 43, 213.

ZAR000NY , S.J. and GREENBERG , M.D. (1973): On a vortex sheet approach to the numerica l calcmc- 1-nnfi.:e- c-f

water waves. 3. Coup . Phys., 11, 440.

_ _ _ _  - 

- ‘



- -—.-“- ‘- - — .-- -----,---- ----— .- - —-- ‘- -- .,-“- -,- -— -- - -‘ -—,~~~—. ‘-.- - ‘-‘ ‘

~~~~~~~~~~~~~~~~ 

~2

HG. 1-1 . A vortex tube. s is a sirface compc~ed ~ vortex lr~ s,

~~~i and S2 , the ends of a length of tube,

y

U

(r.n)th vortex
rth vortex

U

FIG. 2 -  1 In,t ial state of vortex arrays ii Rc~~ nhead’s
calculation.

Iong~tudinal spacing (a)

_ _  

lateral
- 

spacing (h)
OncOm~g 3

b
~~~f lLy

vort~es o~ ~~ , karmen
vort~~ street

FiG . 2-2 General a~rangernent of a b&Jff bcziy and its ~~ t~x

wal~~ in a steady flow,

- ~~~~~~~~~~~‘
_
~~~~ ~~~~~~~~~~~~~~ — ‘ — _ _ _ _ _ _ _ _ _



- --
~
-—— --

~~~
--- —

~~~~~~~~~
-
~~~~~~~~ —-~~~~

- --- - — ---
~
---~~~~

-
~~~~~~~~~~~~

--- 
~~~~~~~~~~ 

..

a

FIG- 2-  3. Initial state of vortices in Abernathy wid l4’on~Jer
’S

con~ utat ion

A g 
~~ X y, ,., ,.

E _,,, ~~~~~ ~~~~~~~~~~~~~~~

_ . ... .__. A~ B
’ :‘ D’

Z-plane X-~~ane

FIG. 2. 4 . Effect of conformal transforrnat,on mapping exterior
of bk.mnt based body to half plane. Two acp.iivalent
pairs of fIo~s in the two planes are shown. 

- . ~~~~~ - --~~~~~~~~~~~~~~~~~~~~~-~~~-rn ’-’-.---. -~~~~~~~~~~~~~~~- - —- -‘~~~~ - .-



-— ~~- -- --~~~~~~~~~ - ~~-. - -

~~~~~~~~
-- - - _

~~ w~~~

SOME FINITE ELEMENT METHODS IN FLUID FLOW

P. TEMAM
Faculte dcx Sciences Mathématiques

Université de Paris , France

In t rod uct i on .

We describe in this paper some finite element methods which has been recently introduceed for

the computat ion of viscous and Invisc id incompressible flows . The reader is assumed to be somehow familiar

wit h the general theory of finite element methods and is referred to the basic references on the subject

for the fundame ntal aspects of the theory .

Section 1 is devoted to the description of some finite element methods of the displacement type which

appl y to v i scous flows , with emphas ize on a linear non conforming finite element. We start by recalling

the pr inciple of the weak (or variationa l ) formulation for the Stokes and Navier Stokes equations , and

thei r Galerkin — finite element discretization , and then we describe some appropriate finite elements which

approx imate the space of divergence free vector functions.

In the case of fluid flow proble ms , all the numerical difficulties are not automatically overcomed by

introducing a finite element discretization , and in some cases some further procedures may be desirable.

Precisely Section 2 is devoted to numerical procedures which are related to the effective treatment of the

constraint div u = 0 , in relation with the solution of the discrete problems ar is ing in Section 1. At this

occasion we cons ider a penalty method , an extrapolation algor ithm , some iteration al gorithms based on

opt i mi zat i on procedu res , and the augmented lagran gian method which combines the different features.

Combining the technics introduceed in the first two Sections , some problens correspond ing to moderate

Reynolds numbers has been treated in references wh ich are indicated in the text,

In Section 3 we introduce -In interesting f i nite eleme nt appl y ing to the Euler equati on s , which somehow ,

takes into account the hyperbolic charact .” of ~-ie 
, - - ,~~it i O r ’- , and allows tan n ent ia l di s cont i n ll t n es.

Th i s paper of ex pos it~:ry nam - n -  rel ic - on severa l ‘eferences whi r are recalled in the text , Al -so

it relies on , and it is 5 n -,rnp : ~~~~~ c- a ‘- m’n - ’rt h~ o~ t- r- ¶ ‘ - .- t rory and n~n- e-’n - il anal ys is of \avier Stokes

Equa tions (P T. cl )].

P I ar

1. 
~2.~,~’” ’ ’ -’ ‘,O ~ t’nc -‘ I~~. E l e rne ’- t  Mp t ’ imn j

1 .1 , Weak (or Variat i onal) Formulat ion ~ t ”e  Stokes and N .I.if- ~ Stokes ~~uat 1’ on s ,

Let U be an open hounded domain in the p lane R2 and let us denote by F it s boundary ,

Stead y incompressible flows in C are governed !c-y the Nav ier c-c - t o k e n  equations which we write in the non-

dimensional form

(1 .1) - -‘-U + (u.:)u + VP = f in II



-~

r (1.2) Vu~~ O in C ,

(1 .3) u = g  on r

where u = (u 11 u2} is the velocity vector and p is the pressure .

For the sake of simplicity we will sometime assume that g = 0 (which is never an essential simpl i fi-

cation) or we will consider as a model the Stokes equations obtained by droping the nonlinear term (u.V)

in (1 .1).

In order to get the weak formulation of this problem , we consider a vector test function v which

vanishes on r and is divergence free ; we multiply (1.1) by v , integrate over C , integrate by part

using Green s formula and we obtain

- 

~~ J0 dx = — 

~~~ Jr 
~ v~ dt + 

~~ J 1  ~VV~ + Vu2.Vv2) dx

J dx = dL - J0~ 
dx 0

(dx dx 1 dx2) so that

(1.4) 
~~~~ 

a(u ,v) + b(u ,u ,v) = (f,v)

where

(1.5) a(u ,v) = J (V u 1 .Vv 1 + Vu2.Vv2) dx

(1.6) b (u,v ,w) = J [(u.V)v~w dx
(1.7) (f,v) = J fv dx

The relation (1.4) will hold for each v such that

(1.8) V.v = 0 in C , V = 0 on r

Conversely it can be proved that if Vu = 0 , u = g on I’ and (1.4) holds for all such v s  , then there

exists p such that (1 .1) is satisfied . The relation (1.4) which characterizes u , represents merel y the

virtual work princip le , v standing for some arbitrary increment &u of u

The problem of finding u which satisfies (l,2)— (l.3) and (1.4) for each v of type (1.8) is called

the weak (or variational ) formulation of problem (1.1 )—(l .3).

Remark 1 .1. The weak formulation of the equations only involves u : then the pressure p will be found

a posteriori , once the function u , solution of (1.4), is known .

Remark 1.2. In the nonlinear case , the relation (1.4) does not correspond to any minimization or any

variational property of the function u . The terminology “variational formulation ” is however admitted by

analogy with similar situations in elasticity or the calculus of variations.

Also , in the linear case (i.e. when (u.V)u in (1.1) and b(u,u ,v) in (1.4) are deleted), the

relation (1.4) characterizes u as the minimizing function of the expression

I
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among all the functions w which satisfy (l.2)— (1 .3). This property w il l be useful .

1.2. Galerkin and Finite Element Methods.

Let us denote by 11(g) the space of vector functions u which satify (1 .2)— (1 .3).

A Galerki r. approximation of Problem (1.4) consists in choosing a subspace 11
~
(g) of finite dimension

m , and looking for uh in W~
(g) which satisfies (1.4) for each v~~ W~ (g) . The problem then reduces

to a set of quadratic equations for the component of Uh in a basis of

The conforming finite element methods consist in particular choices of the subspaces W~ (g) , for which these

equations are simplified (sparse matrices for their linearized form). More generally i n the non conform i ng

finite element methods , we introduce a similar problem with a finite dimensional space llh(g) which is not

included in 11(g) but only “close ’ , at the limit , to such a space.

The domain C is assumed to be covered by a famil y 
~~ 

of triang les K ; the followi ng conditions

are required

(1.10) 0h = Kc~cz
K 
~

(1 .11) If K and K’
~~~

’
~h 

then eithe r K = K’ , or XII K’ is empty or KPt K’ is exactly

a vertice or a complete edge of K and K’

We will use the following notations

= SU~ p (K) , = inf p ’(K)
K
~~
’Ch

= inf e(K)
K 
~

where p (K) is the diameter of K , p (K) the diameter of the greatest ball included in K and 8(K) is

the smallest angle in the triangle K

As usual we will consider mesh refinments corresponding to 
~h 

—w- 0 w i th

> 80 > 0

1.3. Linea r Non conforming Elements.

For simplicity we set g 0

We introduce the set 
~h 10~ 

of functions V
h 

of the following type

- Vh is linear on each triangl e

- the nodal values of vh are the values of V
h 

at the mid-edges of the triangles K
~~ch

- vh (M) = 0 at the boundary nodes (i.e. the boundary mid-sides ) and vh (M) = an arbitrary

vector , for each interior node ( = interior mid-side).

Note that Vh is generally discontinuous along each side.

In order to take into account the constraint V .v • 0 , we also Introduce the following subspace 11h~
0
~

of Idh (O) vh c.11h(O) i f 
~~~~~~~ 

and V.v h (which is piecewise constant) — 0  on each triangle.
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The approximate version of (1.4) (wIth g 0) Is : to find uh~~
Vh(O) such that

(1.12) 
~j 

a~(u~,v~) + bh (uh,uh,vh ) (f .vh) ,

where

ah (uh,vh) 
~~~ 

(Vu 1~ VV lh + Vu2h Vv 2h ) dx

bh (uh,vh,wh) = ~I JK [(uh.V)vh] .W h dx

The problem (1. 12) is not easy to solve because of the constraints V.uh = V .v h 
= 0 on each K

We will describe in Section 2 appropriate al gorithms for the solution of these discrete equations.

Remark 1.3. i) These elements had been introduceed and studied by Crouzeix-Raviart [2]. It is shown

in 114] that in the linear case the L2-norm of the error between u and uh is of the order of for

the functions themselves and of the order of 
~h 

for their derivatives.

ii ) A basis of 11h~°~ 
may be useful for the solution of the Stokes problem , or in the non-

linear case for the solution of similar problems arising during an iterative procedure . This basis was

explic i ted by Crouzeix and used by Thomasset (cf. [14]).

iii ) These non conforming linear elements are the simp lest elements which take into account

the co nst raint V .u = 0

One can think of using simpler elements the conforming linear elements , i.e. elements which are

continuous , linear on each triang le (the nodal values are the values at the vertices), and which satisf y

V.vh (which is constant) = 0 on each K . Unfortunately it was found by M. Fortin [4] that this impose too

many linear constraints so that the space 11h~
0
~ 

can be reduceed to {O} (this is already the case for a

rectangular domain with the triangulation shown in figure 1). ________ ________

To ove rcome this difficulty , a weaker form of the condition 
_________ ________ _______

div 0 has been proposed : average of d lv = 0 , ~~~~~~~~~~~~~~~

average taken on all the triangles around one ~ertice . ~~~~~~~~~ ~~~~~~~~~~~~~~~ 
,

,_—.~~~ ~~~~~~~~~~~~~~

iv ) Let us indicate an E-stlmt ) o n f toe - ~~~~

dimension of the space 11
~ 
0) , when the number - t  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

_______

triang les is sufficient i y large . -Fig ure 1

Let 1, E , V denote tne total number - ‘ t rian gles ,

edges -jr- I vertices in the t r ia nqul - i t i- ’- ~ben I - E + i is a constant depending onl y on 12 ( 1 if C

is simply connected). If ti’ ’- numbe r t t~’ 1 3’~-~~- — Is - . -~~‘ - cr- I - ‘ - ~n- so t~oi t the number of boundary

tri ang les is neg ligible , then E ~~ in c -i x ‘c-~- . F-jr l inear non con f-~ - mi rq elements , the dimension of

Is the number of nodal values e n ’ , ‘ -n-  nt -not- - of i ’ - l ependa n t  linear constraints dim 11h~
0
~~ 

2 E — T

~ 21 ~ 4Y

1 .4. Other Finite Elements.

Let us mention some other elements which has been proposed.

The quadratic elements has been proposed by M , Fortin (cf. ~~ , [13]). T he funct ions

— —  ~~~~~~~~~~~~~~~~~~~~~~~~~~ ,~~~~—— , ~~~~~~~~~~~~~~~~~~~~~~~ , -~~~~— 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



are cont inuous and reduce one each triang le to a pol ynomial of degree 2 ; the nodal values are the values

of V h 
at the vertices and the mid edges (the nodal values are 0 on the boundary nodes). Furthermore

div Vh 0 on eac h tr iang le.

In the linear case the error between a solution u of (1.4) and uh of (1.12), is not optima l

the L2 norm of the error of the derivatives is and the L2 norm of the functions themselves is ,

Crouzeix and Raviart [2] have proposed to add on each triang le a bulb func ti on , wh i c h i s a pol ynomial

of degree 3 vanishing identical ly on the boundary of K ; i n the linea r case the error becomes optimal

for the L2 norm of the error between the derivatives , p~ for the L2 norm error for the functions .

Finall y N. Bercovier introduces in [I] a quadrangular finite element. The sets K€ ’
~h 

X~~ .Q *
a re quadrang les and we assume for simplicity that they are rectang les. On each rectang le v h is a pol yno-

m ial of degree ,~ 2 with respect to each variable x1, x2, and the nodal values are the 2 ‘8 16 values

of Vh at the vertices and mid-edges. The condition on the divergence is that div h vh 0 on each

rectangle where

I div~ Vh r dx = I div vh r dx

for each rectangle K and each pol ynomial function r~~ Q1 (polynomes of degree~~ 1 with respect to

each variable ). It is shown (cf. [1]) that div h vh is defined by its value at the 4 points r~~

1 .~ I .~ 4 of Gauss integration on K and at these points we have precisely

div h vh (czI ) = div vh (ix I )

The conditions imposed on the vh are then

div vh (csI ) 0 , I = 1 4

Al so, when non divergence free vector functions have to be considered , we note that

‘K 
(div h u)

2 dx = (div u(o1 )) 2

which means that the integral in the left hand side is exactly computed by a Gauss integration formula.

The L2 norm error between the derivatives of u and uh is of the order of (cf. [1]).

1.5 . Approximation of the pressure.

To make our notations systematic , we will denote by 
~~~~ 

the spaces of finite elements

previously introduceed (without any condition on dlv Vh) and by 11~(g) the corresponding space of

functions satisfying in some sense dlv vh 0

The approximate pressure appears as a Lagrange multiplier for the constraints “di ’~ vh = 0” . By

~appl ying a Lagrange multiplier argument (cf. [13]) we find a function 
~h 

belonging to some appropriate

space Xh , and some kind of approximation dlv h Vh of dlv Vh , such that (compare to (1.12))

(1.13) 
~~ 

a(uh.vh) + bh(uh,uh,vh) - (p h,div h V
p) 

- (f,vh) Y vh t~kh (O)

For the linear non conforming elements , Xh Is made of functions which are constant on each triang le

K and dlv h Vh — dlv Vh on each K ( — constant).



1 . 6 .  Evolution probl ems.

We may also consider the evolution Navier Stokes equations

(1.14) -
~

-
~~ 

— ttu + (u.V)u + Vp = f i n  o x (0,1)

(1.15) Vu = 0 in C (0,T)

(1 .16) u = g on r (0 ,T)

(1.17) u(x ,O) = u0(x) in C

We consider a semi—discretization in time of the problem ; (for instance a Cranck -Nickol son or a full y

implicit or a multistep scheme). At each step we obtain a problem sim ilar to (l.l )—(l.4) and the same

procedure is applicable.

2. Numerical Al gorithms

2.1. The artificial evolution problems.

It is classical to wri te that the solutions u,p, of (l.l )—(l.3) are the limi t as t —* of

the solutions of the evolution Navier Stokes equations. Actually u ,p, can be also considered as the limi t

as t --
~~ of many other evolution systems which are more convenient for approximation than the real

system (1.l4)— (1. 17).

For instance we may consider the artificial equations

- ~~
— ~u(x ,t) + (u(x,t).V) u(x ,t) + Vp(x ,t) = f(x,t)

(2.1) ~~ (x,t) + Vu(x ,t) = 0

u = O  on r

or 

~~~~~~~~~~~~~~
(2.2) ~~ + V u = O

L u = 0 on

In each case it is clear that u(x ,t) will not describe accurately the flow during the transient

period but only at the limit t —
~~ . The above equations are easier to solve than the real evolutio n

Navier-Stokes equations and , as far as stationary problems are considered , the procedure is legitimate .

Now we can take the discrete form of one of the previous equations either at the level of the continuous

problem (1.4) or directl y at the level of the finite dimensional problem (1.l2)-(l.13) . For instance we get

u~
”1€ 

~~~~ 
satisfies

(2.3) ~~ 
ah(uh ,Vh) + bn (u

~
’1 ,u~

”1 ,vh) 
- (p

~
,div h vh) = (f,vh) V vh c~ 4h(O) —

satisfies
m+l m . m+l
~h ~h 

+ o dlv uh = 0  

— 
_ _ _ _ _ _



(Uzawa al gorithm) or for (2.2)

r ~~~~ ~~~~ 
satisfies

a h (u h — u
~
,vh) + p v ah

(u
~ ,

vh )+pb h
(u
~
,u
~

’
~~

,vh ) 
— p (p~ , div h vh) 

= p (f,vh)

(2 .4) V v~~~-tl~ (O)

- -satisfies

- p~~ ) + p div u~~ = 0

(Arr ow—Hur w icz a loori thm) .

The parameter p in (2.3) ,  the parameters p and p/cs in (2 .4) play the role of a discret izat ion

pa rameter (discretization in time).

When the sol ution of (l .l)—( l .3) is unique , these algor ithms converge under appropriate conditions

on P and a (cf. [13]).

2.2.  The penalty method a nd App licati on.

Us ing the concept of penalization in the calculus of variation , we can consider Vu = 0 as a

constraint and introduce the following equations :

(2 .5) - . ~u + ( u . V ) u  - !_ V (Vu ) = f in C

(2.6) u = 0 on r

where c > 0 is a small parameter.

It is shown that, for c —~~ 0 * 
the solution u of (2 . 5 ) - (2 .6 )  converges to the solution u of

(l.l )—(l.3 ) ; cf. [13]. An error estimate and a ful l asymptotic expansion is given in M .C. Pelissier [10]

cf. also N. Bercovier [1”] and R.S. Falk [3].

Let us mention some other application.

91~ 19~ ~~~~~
Using the pri nciple of the penalty method , P.S. Falk proposes in [3] an extrapolat ion procedure

whic h is obtained as follows (the linear and discrete version of (2.5)—(2.6) is considered uh€~~
t4h (O ))

We set c = y~~ p~ , y > 0 , ~ 0 and the solution of the linear discrete form of (2.5)—(2.6) is

denoted u~(’~) . Then some disti nct parameters y~ , . * * are cons idered and the parameters ak wh ich

sat is fy

~~~ a1 O , 
�I

aj ’r J *
~
O
~ 

l~~~j~~~k .

Then the extrapolatio n is defined by

u~~~~’~ 
= 
~~~~~ ~~~~~

If 
~~~ 

= ~~~ 
* 

t h e n

k 2 k u~~~~ (2y ) - u~~~~~ (Y)
uh(’t’) 

~~~~

‘

~~~~~~- 1



Augmented Lagran~~an Method

(cf . M , Fortin [5,] , [7], P.1. Rockafellar [11] * F. T homasset - P. Tema m [14] ) .

Combi ni ng the idea of penalty and the al gorithms cons idered in Section 2.1 , we are led (cf. the

above references) to consider the following algorithm which appears as very efficient (compare to (2.3)

and (2.5))

u~
’
~ e ~~~~ 

sa t i s f ies

1 m+l m+l ma-l 1 - ma-I - -

~~ 
a h(u h ,V h) + bh (u h ,uh ,vh) + 

~
‘ (d iv h uh ,d iv h v h ) - (p h,div h Vp) = (f ,vh)

(2.7) V ~~~~ ~~~~

~rn+ satisfies

ma-I m m+l— 

~h 
+ p d iv h uh = 0

Cf , some computations made wi th this method in the Appendix of [13]

3. Mixed Finite Elements for the Euler Equations

We pass now to a mixed finite element for the Euler Equations proposed by Fortin in [6] . This

scheme is an extension of a method of Lesaint [9] appl ying to linear hyperbolic systems.

We assume for simplicity that Li c R2 is Simpl y connected. Then the curl operator

gives a one to one mapping between the space W (O) of function vanishing on r and the space 11(0) of

free divergence vector functions on C , such that u.n = 0 on r , n = the unit outward normal on r

If Wh(O) is an internal approximation of W (0) (for instance conforming finite elements of

Lagrange type), then the space

{vh,vh = curl 
~h’~h~~ 

Wh (O))

is an approximation of 1-1(0) and 11h ( O)c
~~
(0)

It is easil y seen that if uh~~
I’lh (O) then uh .n = 0 on 

~
‘2 h and at the interface of two adjacent

triang les K and K’ , uh.n is continuous while uh 
- (u h.n)n = uh.~ 

has no reason for being continuous .

The disc retization will take advantage of this discontinuity of the tangential components of uh which is

allowed in this space .

It is easily seen that the weak formulation of the Euler equations , analogous to (1.4) is

f0,T] I—
~
. 1l~(0) satisfies

(3.1)

+ b(u ,u ,v) = (f ,v) , 0 < t < T V veFh(O)

(we assumed g = 0).

Now le t 
~
‘
h be a tr i angulation of C and let K be a triangle , 

~~~~~ 
, with boundary ~K -

We have 

~~~~
-,--~~~~~~~~~~~~~~~~~~~~~~~~~—  ~~~~~-~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -. ,-- ---



—-.— -  .- --. ‘.-~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~
.-‘-. - .- _ -,---w-—’____ -- ,

b(u ,u ,v) 
i~~~l ~~~ 

u 1 ~~~~~ v,~ dx

= .>:ii: J~ 
,
~~~

— (u~u~ ) v
3 

dx
1 ,j=l

~~~~ 
~K 

~~~~~ 
(u
~
u
3

) v
3

dx

After performing an integration by part on K * we f ind

(3,2) 
‘K ~~ 

(u
~
u
~
) v~ dx = - 

‘K 
(u
~
u
~) 

~~~~~ - dx + J~ 
(u.n)(u.v) dE

The idea used by Lesaint and Fortin is to distinguish on the boundary ~K of K two parts ~K

and 3K+ where respectively u.n < 0 and u.n ~ 0 , i.e. the fl ux is coming in or is going out. On two

adjacent triangles this gives tt-e situatio n represented on the figure

~~~~~~~ K~~~ C

(u.n = 0 at A , u.n > 0 for K 1 on AB and for K on AC).

Because of the hyperbolic character of the equations it is cons i dered that the flow is influenced in K

by the neighbouring triang les through BK . For this reason we set on S = ~K fl

r value of U (x) in K if x ~ 3K÷ fl S
+u (x) =

value of u (x) in K1 if x ~~ . BK II S

and the expression (3.2) is replaced by

- ~ (u~u .) ~~‘~~-~- dx + 
,f 

( u . n) ( u ’
~
’.v) d-a .

~ j BK

This leads to the scheme

(3,3) (u ,v) + 

~ ‘K 
(u1 u~) ~~ dx + (u.n) (u~v) dF} = (f,v) , ~~ 

v
~~~ h(O) .

More generally , for 0 .~ a ~ I one can consider

(3.4) (u.v) + ~ 
~ 

(u1 u~) ~ + f (u.n)((l-a)u + ~s u
a-

) dt) = (f ,v) .

For , = we obtain “centered ” discrete di f ferent iat ions ; for , ~ ‘ t h e  decentered discretizat ion

is aga inst the flow , for -t > l/E the disc reti zii tion is decentered in the direction oh the f l o w .

— -- --- 
- —~~ ----- -~~~~~~ _ _ _ _



it is shown in 16] that the scheme is dissipative for > co n s e r v a t i v e  f o r  -~ = . , and -c- f course

unstab le for c -

Numerical experi m ents have been done by F. Thomasset. A version of this scheme app lying to the Navier

Stokes equations is given in I6~ , and [15’].
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